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It is a Preface to Volume 8:2 (2019) consisting of articles presented at the
International Interdisciplinary Conference anniversary of the birth of Jan
Lukasiewicz, Rzeszow, Poland.
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The International Interdisciplinary Conference Philosophical Basis for Making Decisions and Non-
Classical Logics has been organized by dr. Andrew Schumann, dr. Wiodzimierz Zigba, dr. Pawel
Balcerak, dr. Konrad Szocik on the 140th anniversary of the birth of Professor Jan Lukasiewicz
(born on December, 21st 1878 in Lviv (Polish: Lwow), a city in today’s Ukraine, and died on
February, 13th 1956), who was a famous representative of Lviv-Warsaw School of Logic with
contributions to philosophical logic, mathematical logic, and history of logic. Using some
philosophical ideas of Aristotle’s De Interpretatione (ch. 1X) (namely, his asserting that the
application of the law of excluded middle to future propositions like, ‘There will be a sea-battle
tomorrow’ should be categorically restricted), Jan Lukasiewicz proposed the first version of many-
valued logic (1920). So, he showed that even some features of real world which are out of classical
logic such as dynamics can be described and modeled logically still by non-classical systems. This
finding that logic and rationality can be detected even in non-logical processes is quite typical for
the Lviv-Warsaw School of Logic and distinguishes this school from the Vienna Circle (German:
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Wiener Kreis) focusing only on classical logic and their natural extensions. Hence, the motto of this
conference was that rationality can be observed everywhere. Over the past two decades our social
world has changed a lot due to new media. One of the biggest changes is communications in social
networks which became an important part of our everyday’s life. But new forms of social
communication are out of traditional forms of logical analysis of discourse. For instance, in these
media the standard referential conception of truth is inapplicable — we cannot check uttered facts,
but we can check contexts of uttering. In this way, we are interested to discuss non-classical logics
in decision making and cognitions, new forms of communication and decision making,
communication in new media.

Volume 8:2 (2019) of Studia Humana is a Postproceeding of the Conference described
above. In this volume, the papers are devoted to different aspects of rationality. So, the paper
Logical Ideas of Jan Lukasiewicz written by Jan Wolenski discusses some logical ideas put forward
by Jan Lukasiewicz within their historical context and development. The paper Logical
Determinacy versus Logical Contingency. The Case of Lukasiewicz’s Three-valued Logic submitted
by Andrew Schumann is concentrated on explicating a logical intuition of Jan Lukasiewicz
provided him to the idea of many-valued logic. The paper Dispute over Logistic between Jan
Ltukasiewicz and Augustyn Jakubisiak. Why was it important? written by Bartlomiej K. Krzych is
devoted to the polemics with Lukasiewicz initiated by Augustyn Jakubisiak who criticized
Lukasiewicz’s logistics for its anti-metaphysical and anti-theological role. In the paper The Analogy
in Decision-Making and the Implicit Association Bias Effect its author, Nataliia Reva, considers the
thinking by analogy as a natural instrument human have because of the mirror neurons in our brain.
The contribution About Possible Benefits From Irrational Thinking in Everyday Life written by
Magdalena Michalik-Jezowska is focused on indicating some benefits that may become a result of
irrational thinking in the everyday human practice. The given examples of irrational thinking come
from research in the field of cognitive and social psychology and behavioural economics.
Magdalena Hoty-Luczaj in her paper Moral Considerability and Decision-Making analyses
“affectability” as a capacity of an agent to affect a considered entity. Such an approach results in
significant changes in the scope of moral considerability and is relevant for discussing the human
position in the Anthropocene. The paper Practical Rationality — its Nature and Operation prepared
by Andrzej Niemczuk presents a proposal of explanation what practical rationality is, how it works
and what are its criteria. Pawet Balcerak in his contribution Can the Sense of Agency Be a Marker
of Free Will? analyses the relation between agency and responsibility. Finally, the paper On
Computers and Men written by Tomasz Goban-Klas is addressed to the question how information
technologies have transformed our thought on two levels: self-conception and relation to nature.
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Jan Lukasiewicz was born in Lviv (Lvov) in 1878 and died in Dublin in 1956. He studied
philosophy in Lviv under Kazimierz Twardowski, obtained his Ph.D. in 1903 and Habilitation in
1906. In 1906, he became a Privatdozent at the University of Lviv, and in 1911, he was promoted to
the position of extraordinary professor. Lukasiewicz moved to the University of Warsaw in 1915
and was appointed as the professor of philosophy at the Faculty of Mathematics and Natural
Sciences. He formed, together with Stanistaw Les$niewski, a powerful group of mathematical
logicians (Warsaw School of Logic), including (there are mentioned only persons who began
scientific career before 1939) Alfred Tarski, Adolf Lindenbaum, Mordechaj Wajsberg, Moses
Presburger, Bolestaw Sobocinski, Jerzy Stupecki, Stanistaw Jaskowski, and Andrzej Mostowski.
Lukasiewicz organized the Polish Logical Society and essentially contributed in preparations to
publishing Collectanea Logica, a specialized logical journal (unfortunately two first volumes
printed in 1939 were destroyed). During World War 11, Lukasiewicz taught at the Clandestine
University in Warsaw. In 1944, Fukasiewicz obtained a permission (from the German authorities)
to leave Poland. Finally, he settled in Dublin as the professor of mathematical logic at the Royal
Irish Academy.

Scientific activity of Lukasiewicz can be divided into two periods. The first covers the years
1902-1915, and the second the years 1915-1956. Roughly speaking, he was occupied with various
logico-philosophical problems in the first period. His Ph.D. thesis was devoted to the problem of
induction. He considered induction as the inversion of deduction. Lukasiewicz’s Habilitation
concerned an analysis of causality. He treated the causal relation as necessary. Perhaps [1] is the
most important early work written by Lukasiewicz. This book offers a very detailed analysis of the
principle of contradiction in Aristotle. This book has two tasks: firstly, an interpretation of the
principle of contradiction (PCon, for brevity) and, secondly, an evaluation of arguments for and
against PCon. Three interpretations of this principle can and should be distinguished: logical
(concerning sentences), ontological (concerning things), and psychological (concerning judgments
ISSN 2299-0518 3
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in the psychological sense). Lukasiewicz argues that the last understanding is irrelevant for logic,
because it is an empirical fact that people assert contradictory assertions. However, Lukasiewicz
denies that the logical (as well as ontological) PCon has a logical justification. We cannot deduce it
from more basic principles. Finally, according to Lukasiewicz, one might say that PCon in its
logical (ontological) meaning is accepted for ethical reasons, that is, as an indispensable device to
distinguish between truths and falsehoods. The reported book has an Appendix presenting
rudiments of mathematical logic in the version of algebra of logic as developed by Boole, Schroder
and Couturat — it was the first account of the subject in Polish. Lukasiewicz shows that PCon is not
an axiom (so he denies that it is the so-called highest principle of thinking) and can be proved as a
logical theorem.

Works on induction led Lukasiewicz to the foundations of probability theory. Firstly, he
hoped to solve the problem of induction via probability theory, but he abandoned this idea in his
later works. In particular, Lukasiewicz became sceptical about a logical value of induction. His
general approach (see [2]) consisted in ascribing probability to open formulas (formulas with free
variable, indefinite propositions), not to full sentences which are true or false. He defined
probability in the following way. Let Fx be a formula with free variables and D a finite domain.
Assume that n is the cardinality (the number of objects) of D and m is the number of those which
satisfy Fx. Thus, the ratio m/n can be defined as the logical probability of Fx. Lukasiewicz argued
that the mathematical theory of probability allows an extension of the mentioned definition to
infinite domains. Lukasiewicz introduced a classification of reasoning, very popular in Poland. He
distinguished two main kinds, namely deduction (premises are the logical reason, conclusions are
the logical consequents) and reduction in which the conclusion acts as logical reason and the
premises as consequent. Induction is a kind of reduction, but is has no great scientific value,
particularly in justifications. According to Lukasiewicz, deductive procedures are at the heart of
science. His views on induction can be considered as an anticipation of Karl Popper’s anti-
inductivism.

Many-valued logic became the most remarkable Lukasiewicz’s achievement. His above-
mentioned doubts concerning PCon (and the law of the excluded middle expressed in one of his
lectures before the Polish Philosophical Society) resulted in rejection of the principle of bivalence
(PBiv) saying that every sentence is either true or false. Lukasiewicz announced his discovery of a
non-Aristotelian logic in 1918 and elaborated its various details in two lectures in Lviv in 1920 (I
skip bibliographical references — all relevant paper are included in [4]; see also [6], [7], [8] for
further information). The Lukasiewicz’s first motivation for introducing many-valued (more
precisely, three-valued) logic was more philosophical than formal. Firstly, he believed in human
freedom, creativity, and responsibility. Secondly, he was convinced that these facts and values are
not coherent with determinism as an ontological theory. Consequently, he came to the conclusion
that we need a non-deterministic ontology and three-valued logic as a proper background for
creativity, freedom, and responsibility. Lukasiewicz considered determinism as closely connected
with PBiv. He immediately observed that the issue in question has affinities with the old question,
already discussed by Aristotle, concerning future contingents. If A is a sentence about a future
contingent event, for example, the sea battle tomorrow, is it true or false at the moment of issuing it,
for instance, today. The Stagirite himself argued that although the sentence A v —A, expressing the
law of excluded middle, is universally true, its constituents, that is, A and —A are not, if concern
future contingents. It can be also expressed in terms referring to properties of the concept of truth.
Define that A is occasionally true provided that if A is true at t, then A is true at every moment t’
earlier than t. Furthermore, A is eternally true provided that if A is true at t, it is also true at every
moment ¢’ later than t. Lukasiewicz rejected occasionality of truth, but agreed that truth is eternal.
According to him, this position suffices for considering truth as absolute. Incidentally, the
absoluteness of truth as defined by Twardowski and Lesniewski consisted in its occasionality and
eternality.

Lukasiewicz realized very soon that his new logic should not be called “non-Aristotelian”.
Since it was based on rejection of bivalence, he began to use the label “three-valued logic”. The

4



status of PBiv became the crucial issue. According to Lukasiewicz, this principle is not a theorem of
logic, but a metalogical rule, which can be accounted as the conjunction of the metalogical non-
contradiction and the metalogical excluded middle. Its acceptance or not cannot be reduced to
purely logical circumstances, but requires assuming of some extralogical decisions, for instance,
ontological. Anyway, there is no logical force to accept PBiv. If we reject this principle, we can
introduce more than two logical values. Lukasiewicz introduced the third logical value, usually
denoted by the fraction %. Its meaning is explained by rules related to traditional truth-tables. In
particular, we have the logical value v: if v(A) = 5, then v(—A) =, if V(A) = %, V(B) = %4, then V(A
v B) = % and v(A A B) = Y%. According to these equalities, if v(A) = %, then V(A v —A) ="' and
V(A A —A) = Y. This means that the (logical) law of the excluded middle and the (logical) law of
non-contradiction are not theorems (tautologies) of three-valued logic. In the inter-war period,
Lukasiewicz generalized the three-valued logic (usually denoted by the symbol L3) to logics with
finite and infinite number of values as well as formulated various axiomatizations of theses systems.
Several results concerning many-valued logic were obtained by fukasiewicz’s students, namely,
Lindenbaum, Stupecki, Sobocinski, Tarski and Wajsberg.

The problem of interpretation of many-valued logic was essential. In his first works on
three-valued logic, Lukasiewicz understood the third value as possibility. Later he abandoned this
intuition and decided to speak about % as a logical value, which has the same status as other. Yet
Lukasiewicz believed that one of the systems, two-valued or many valued, is satisfied in the reality
— he conjectured that the logic with infinitely many values is “true” on the world. However, he
gradually became more and more formalistic in his thinking about logic. According to him, logical
systems are formal constructions, independent of their relations to the reality or applicability to
concrete scientific or technical problems. Historically speaking, Lukasiewicz’s work on many-
valued logic was pioneering. Nicolai Vasiliev, a Russian logician had some ideas about many-
valueness, but he did not elaborated them in a formal way. Emil Post, an American logician,
constructed a many-valued logic, but it was rather a purely formal system without an intuitive
interpretation. Today, study of many-valued logics (plural as justifying for a considerable plurality
of such logics) is a branch of mathematical logic. Many-valued logic has also several technical and
philosophical applications, for instance, offers a basis for studies on paraconsistency. In fact, L is
sometimes considered as the first formalization of paraconsistency.

The first intuitive interpretation of the third value as possibility immediately led to the
problem of the relation between k.3 and modal logic. Lukasiewicz accepted the following principles:
(a) if it is not possible that A, then not-A; (b) if not-A, then it is not possible, that A; (c) for some A,
it is possible that A and it is possible that not-A. Lukasiewicz demonstrated that (a)—(c) cannot be
proved in two-valued logic. Hence, implementing modalities into three-valued logic appeared as a
possible solution. Tarski proposed to define “it is possible that A’ as —A = A. This definition
functions in k3. However, Lukasiewicz did not construct a system of modal logic before 1950,
partially due to various critical remarks about his modal ideas. In particular, Ferdinand Gonseth
observed that Lukasiewicz’s assumptions entail that the formula A A —A is possible just in the case
if v(A) = %, contrary to the common claim that contradictions are impossible. Lukasiewicz tried to
solve this problem and other difficulties by the modal system based on four-valued logic, but this
proposal did not gain an acceptance. One of the main features of all Lukasiewicz’s logical systems
is that they are strictly extensional. It means that if v(A) = v(B), then the formulas A and B are
substitutable per salva veritate. On the other hand, modal operators, possibility and necessity, are
not extensional in Lewis’ systems. Consequently, if, for instance, if A is possible, A is true, B is
true, this set of premises does not implies that A is possible. On the other hand, possibility and
necessity as understood by Lewis are not definable in two-valued logic. Consequently, Lewis’
modal logic is extension of two-valued logic and this circumstance generates intensionality.
Defining modality by Tarski’s proposal, admits embedding modalities into k.3 (similar constructions
are possible in systems with more than three values) and keeps extensionality. Incidentally, the
principle of extensionality functioned as a fundamental dogma of Warsaw School of Logic (it was



particularly stressed by Lesniewski) — this circumstance blocked formalizing intensional context by
the Polish logicians.

Lukasiewicz extensively worked on propositional calculus (or rather calculi; see [3] for a
summary). He invented a special logical notation (called Polish notation or the Lukasiewicz
notation). This symbolism avoids punctuation signs (brackets, points) — the structure of a formula is
determined by the succession of signs. Functors are represented by the capital letters: N (negation),
C (implication), K (conjunction), A (disjunction), D (bi-negation) and E (equivalence). For instance,
the formula (I employ small letters as propositional variables) (p = q) < (—q = —p) become
ECpgCNpNp, the formula p v —p is ApNp, the formula —(p A —p) is NKpNp and so on.
Lukasiewicz built various axiomatizations of propositional calculi. He preferred the simplest
constructions, for instance, with minimal number of possibly shortest axioms. Consequently, he was
looking for single shortest axioms as the best. The most popular is his following axiomatization:
CCpqCCqrCpr (in traditional setting: (p = q) = ((g = r) = (p = r)); the transitivity rule for
implication), CCNppp (traditionally: (—p = p) = p; characterization of implication via falsity of
the antecedent, ex falso quolibdet), CpCNpq (traditionally: p = (—p = q); ex falso quolibdet). Of
course, it is not the simplest one, because it consists of three axioms. Since Dp can be defined as
Dpp, bi-negations suffices as the sole primitive concept of propositional logic (C, K and A must be
supplemented by N). Consequently, the entire propositional calculus can be axiomatized by a
formula consisting from D’s and propositional variables. Lukasiewicz also investigated partial
propositional calculi, for instance, based on E as the sole functor and intuitionistic logic. After
1945, he introduced propositional calculus with the so-called variable functors. The idea is that this
systems contains variables for functors (in standard version, propositional functors are constants).
The resulting system is very powerful and allows proving that intuitionistic propositional calcuslus
is more expressive than classical one.

Lukasiewicz had a deep interest in the history of logic. He proposed to look at historical
logical doctrines as anticipations of modern formal logic. This research project required reading of
older logic through glasses of modern tools. Lukasiewicz, guided by this methodology, achieved
revolutionary discoveries. In particular, he showed that Stoic logic was another system than
Aristotelian syllogistic. More specifically, the Stoics developed elements of propositional logic, but
the Stagirite elaborated a logic of names. Aristotle was a favourite logician of Lukasiewicz. In fact,
two books published by the latter during his lifetime concerned the ideas of the former (see [1] and
[4]). Although Lukasiewicz did not agree with Aristotle in many important points, he was
convinced that the Aristotelian logic requires a modern interpretation. It was offered in [4], where
syllogistic was reconstructed as an axiomatic system assuming propositional calculus. The second
edition of this book contains a detailed analysis of Aristotle’s logic of modalities. Lukasiewicz’s
idea that old logic should be investigated as an earlier stage of contemporary logic became fairly
revolutionary and essentially changed understanding of the history of logic.

Lukasiewicz was a philosopher by education. Although he maintained in the second period
of his scientific activities that logic should be entirely purified from philosophical assumptions, he
was continuously interested in philosophical problems of logic. He entirely rejected psychologism
and protested against the use of the term “philosophical logic” as leading to conflating logic with
psychology and epistemology. Mathematical logic is the only logic and must be separated from
philosophy as well as mathematics. On the other hand, logic is a fundamental instrument of
reasoning and rational thinking, the morality of speech and thought (Lukasiewicz’s saying). In
particular, philosophy should be axiomatized in order to be a science. In general philosophy,
Lukasiewicz preferred ontology over epistemology. He argued that post-Cartesian philosophy with
its epistemological orientation, culminating in Kant, poisoned logic by psychologism — Leibniz was
the only exception. This assessment of the history explains Lukasiewicz’s sympathies to Aristotle
and the Schoolmen. Lukasiewicz defended logic against objections pointing out that it recommends
the empty formalism, entirely inconsistent with needs of philosophizing. According to Lukasiewicz,
logic as such does not privilege any concrete philosophy and can be reconciled with many
philosophical positions. On the other hand, every philosopher should obey general logical principles
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as indispensable for rationality. Clearly, his philosophical views were more explicit in the years
1902-1903, but he did not lose philosophical interests until the end of his life.
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Abstract

In constructing the three-valued logic, Jan tukagig was highly inspirited
by the Aristotelian idea of logical contingency.Wdetheless, we can construct
a four-valued logic for explicating the Stoic idefdogical determinacy. In this
system, we have the following truth values: O (fbly false), 1 (‘necessarily
false’), 2 (‘possibly true’), 3 (‘necessarily trgewhere the designated truth
value is represented by the two values: 2 and 3.
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1. Introduction

There are two extreme approaches to modalitiescdbgontingency and logical determinacy.
According to the first approach, there exist cageimt eventsA which are possible to be and
possible not to be simultaneoushA is possible and noA-is possible’. This approach was
formulated by Aristotle for the first time. The sed approach is a negation of the first one: ‘Eithe
A is necessary or nofdis necessary’. According to this claim, each everither necessarily to be
or necessarily not to be. At first, it was formeldty the Stoics.

In this paper, | show that the modal logibsand T help to formalize the Aristotelian
approach (Section 2) and the modal logdi3 andK= formalize the Stoic approach (Section 3).
tukasiewicz proposed his system of three-valuedtlag his own attempt to justify the Aristotelean
idea of logical contingency (Section 4). Nevertks]eve can propose a four-valued logic to justify
the Stoic idea of logical determinacy (SectionT3)is logic is proposed for the first time.

2. Modal Logic for Logical Contingency

The vocabulary of modal logic is as follows:
* Po, P1, ... — propositional atomBrop;

ISSN 2299-0518 8



e o, [0 0 =, « — propositional connectives: negation (“not...”)sjdnction (“... or ...”),
conjunction (“... and ...”), implication (if... , then, 7), equivalence (“... if and only if...”),
respectively;

» [1, & — modal operators: the symbol is used for ‘necessity’ (“... is necessarily”) artet
symbol<> is for ‘possibility’ (“... is possibly”).

On the basis of this vocabulary, we can define-fegihed formulas:

» Each propositional atom froProp is a formula;

e If A andB are formulas, therA, =B, AOB,AUOB, A= B, A = B, A [IB, OA, OB are
formulas, as well.

The meanings of well-formed formulas without modglerators are defined in a standard way
within the two-valued logic, about the meaningsnaidal formulas please see [2].

The basic modal logic, denoted Kyin honor of Soul Kripke, has the following axioms:

« All propositional axioms such as[1-A;

+ All instances of the Kripke schema(A = B) = ([/A= [1B).

The set of these axioms is closed under the foligwivo inference rules:

* modus ponengrom A = B andA it follows thatB;

« Necessitation rulef A is an axiom, thenlA is an axiom, too.

On the basis oK, we can obtain two additional systems of modalicloigr logical
contingency by adding td the following two schemas [2]:

(D) A= OA
(TY DA=A

If we add toK all the instances of (D), then the new modal lagidenoted byD. In the
meanwhile, if we add t& all the instances of (T), then the new modal lagidenoted by. Let us
notice that all the axioms d@ are contained in the class of axiomsTofFor the first time, the
intuition of this logic came to mind of Aristotlexd some axioms of were considered in his book
[Tepi epunveiag (De Interpretationg In this logic we cannot infer A [ 11B from A O B:

A£ otov avéykn pév EoecBar vavpayiov adplov i un Eoecat, o0 pévrot yevéshar abprov vawpoyiov
avoykoiov o0dE un yevéaBare yevéaBat pévtot fj ur| yevésbat avaykoiov (De Interpretationed, 19a).
Necesse est quidem futurum esse bellum navalevetason esse futurum sed non futurum esse
cras bellum navale necesse est vel non futurum agseum autem esse vel non esse necesse est
(De Interpretationed, 19a).

A sea-fight must either take place tomorrow or bot, it is not necessary that it should take
place tomorrow, neither is it necessary that idthaot take place, yet it is necessary that hegit
should or should not take place tomorrow.

Otherwise we should accept thatA = A is ever false anéd = [JA is ever true. But it is
impossible:0véev Gpa obte Eotv obte yiyvetar ovte amd TOYNG 0VO’ 0moOTEP’ ETLYEY, OVS’ E0TON T
ook £otar, @Al €€ avaykng dmavra kol ovy omotep’ Etvyxev (De Interpretatione 9, 18b). [...]
&mavta ovv o éc0ueva dvaykaiov yevésOon (De Interpretatione 9, 18b).

Nihil igitur neque est neque fit nec a casu ngamlibet, nec erit nec non erit se&x necessitate
omnia et non utrumlibet@e Interpretationed, 18b). [...] Omnia ergo quae futura sunt necesse e
fiery (De Interpretatione, 18b).

Then nothing is or takes placecasionally either in the present or in the future, and there
are no real alternativesyerything takes place of necessitgnd not occasionally [...]. [...] Then
all that is to be must necessarily take place énftiure.

The point is that Aristotle assumes the existerfdegical contingency gvosyouevov). For
example, propositions such as ‘A sea-fight willtbenorrow’ (A) are logically contingentOA O
O=A (v olc dueo dvdéyetar kai to eivar kai T R eivar; in quibus utrumque contingit et esse et
non esse These statements can be true by some valuatidns



3. Modal Logic for Logical Determinacy

So, systemsD and T are used for explicating logical contingency witha modal logic.
Nevertheless, we can explicate logical determinaitiyin a modal logic, too. For this purpose, we
should involve other schemas addedt{?]:

(CD) CA= A

=) A=A

If we add toK all the instances of (CD), then the new modaldogidenoted b D. At the
same time, if we add td all the instances of (=), then the new modal lagidenoted byX=. From
(=) we can infer (CD). It means that all the axiomh€D occur among axioms &f=. The intuition
for modal logicsCD andK= was expressed by the Stoics (first of all, by Cipyss):

Nihil enim fieri sine causa potest (Cicef@e Divinatione2, 61).
Nothing happens without a cause.

Motum nullum esse sine cau&Zicero:De Fato23).

No motion is without a cause.

It means that each proposition is necessarily tu@ecessarily false because of causes
existed for all events described by propositions, tBe proposition ‘A sea-fight will take place
tomorrow’ is either necessarily true or necessdalge right now, since there are or there are not
causes for the event to be a sea-fight tomorrowt ngpw. Some Stoic synonyms for the word
‘necessity’ fvaykn): ‘inexorable’ grapdfotog), ‘inflexible’ (&tpentdc), ‘invincible’ (aviknroc),
‘unconquerable’ dvekBioctog), ‘unpreventable’ dkoAvtoc), ‘immutable’ @uetapintoc), and
‘unchangeable’quetadetoc) [1].

In the logic ofK=, the statement of contingensyA [0 &= A is always false, because the
statement of determinacyA [1 1= A (the negation of>A 0 <>=A) is directly delivered from (CD)
as an axiom.Hence, for logical contingency we eatli modal logicT and for logical determinacy
we deal with logiK=.

4. Three-valued Logic for Logical Contingency

In his famous pape®n Three-Valued Logi¢3], Jan tukasiewicz was mainly inspirited by the
Aristotelian modal reasoning from the boOkpi epunveiag (De Interpretationg especially about
sea-fights tomorrow. In order to describe logiaattingency, tukasiewicz decided to introduce the
third truth value %2 with the meaning ‘possible’., 8ohis logic there are the following truth values
0 (‘false), 1 (‘true’), ¥z (‘possible’), where 1 the designated truth value. The intuition for this
introducing was as follows. The value 0 was undedtas ‘necessary false’, the value 1 as
‘necessary true’, and the new value ¥z as ‘possibleéhe meanwhile, 0 < %2 < 1 so that we have the
true implication %= 1 which corresponds to axiom (CD).

In this logic the meanings of propositional connexg are defined as follows:

Negation
A -A
1 0
Yo Yo
0 1
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Conjunction

A B ALCB
1 1 1
1 Y Yo
1 0 0
Yo 1 Yo
] ¥ Y
Yo 0 0
0 1 0
0 Yo 0
0 0 0
Disjunction
A B ALCB
1 1 1
1 Yo 1
1 0 1
Yo 1 1
] ¥ 7]
Yo 0 Yo
0 1 1
0 Y ¥
0 0 0
Implication
A B A =
B
1 1 1
1 ¥ Y
1 0 0
] 1
Yo Yo 1
Yo 0 Yo
0 1 1
0 Yo 1
0 0 1

According to these truth valuations, the law ofleded middleA (1= Ais not an axiom. Indeed, its
truth valuation does not give only truths:

A - A AL
-A
1 0 1
Yo Yo Yo
0 1 1

11



The law of contradictioi\ [1-A has not only falsehood in this logic:

A -A AL
-A
1 0 0
Yo Yo Yo
0 1 0

In this logic we can define two modal operators(“... is necessarily”) and> (“... is possibly”),
as follows:

A LA
1 1
Yo 0
0 0
A OA
1 1
Yo 1
0 0

From both truth tables, it follows that (D) and @re axioms of Lukasiewisz’s three-valued logic.
Hence, Lukasiewicz supports the Aristotelian appino® logical modalities and, therefore, shares
the Aristotelian ideas of logical contingency. Nekieless, we can construct many-valued systems
for the Stoic approach focused on logical deteroyna

5. Four-valued Logic for Logical Determinacy

Let us introduce the following four truth values:(Possibly false), 1 (‘necessarily false’), 2
(‘possibly true’), 3 (‘necessarily true’), whereetldesignated truth value is represented by two
values: 2 and 3. The intuition for these valuelsased on the following inequalities: 0 <1 <2< 3
so that we have the true implications:01 and 2= 3 which correspond to axiom (CD). Now let us
define propositional connectives on these values:

Negation

A

ol |NwW|>
WiNF Ol

Conjunction

LB

NN W wlw|w| >
N WOl |INw| m
NN OR[N w| D>
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Disjunction

ALB

Implication

ALB
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In the four-valued logic with the two designateathrvalues: 2 and 3, the law of excluded middlle
[(0=Ais an axiom. We can check it:

A -A AL
-A
3 0 3
2 1 2
1 2 2
0 3 3

The law of contradictiod [1- A cannot take the two designated truth values:

A -A AL
-A
3 0 0
2 1 1
1 2 1
0 3 0

The two modal operators] (“... is necessarily”) and®> (“... is possibly”) are understood as
follows:

A A
3 3
2 3
1 1
0 1
A OA
3 2
2 2
1 0
0 0

So, the necessity operator preserves the valueeBdssarily true’) and 1 (‘necessarily false’) and
makes 3 (‘necessarily true’) from 2 (‘possibly thuand makes 1 (‘necessarily false’) from 0
(‘possibly false’). The possibility operator preges the value 2 (‘possibly true’) and 0 (‘possibly
false’) and makes 2 (‘possibly true’) from 3 (‘nesarily true’) and makes 0 (‘possibly false’) from
1 (‘necessarily false’).

Thus, (CD) and (=) are axioms of the new logic:

A OA A CA =
A

3 2 3 3

2 2 3 3

1 0 1 3

0 0 1 3

14



A A A=A
3 3 3
2 3 3
1 1 3
0 1 3

As we see, this logic is one of the possible forpadions of the Stoic idea of logical determinacy.
6. Conclusion

In developing many-valued logics, tukasiewicz waghly inspirited by the Aristotelian modal
approach towards logical contingency, although eéhisr possible an alternative approach put
forward by the Stoics towards logical determinagsithin the Stoic approach we can appeal to the
many-valuedness, too. So, we can propose a fouegtdbgic with the following truth values: 0
(‘possibly false), 1 (‘necessarily false’), 2 (‘misly true’), 3 (‘necessarily true’), where the
designated truth value is represented by the tweega2 and 3.
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Abstract

Augustyn Jakubisiak (1884-1945), Polish priestlqdapher and theologian,
undertook polemics with Jan tukasiewicz, whom hevknpersonally. A
dispute concerning the so-called logistics (mattigala logic) and its
relationship with philosophy developed betweentthe. The most important
arguments were laid out, primarily in the followingorks: in the case of
Jakubisiak, in the bookrom Scope to Contemind in the case of Lukasiewicz,
in the textsLogistics and Philosophyand In the Defense of Logistics
Jakubisiak criticized logistics for its anti-metgpltal, anti-theological and
anti-religious attitude, which was based on neatpist philosophy, and led,
in consequence to atheism. He also claimed thatsboald focus on what is
concrete, avoiding idealization and abstraction gniey the content of
concepts, not their scope). tukasiewicz defendegistics claiming that it
possesses its own methods based on intellect, andlsb an area of
independent knowledge (but not completely detachred) philosophy, due to
the fact it can consider the most important phidscal problems such as
finiteness and infinity. This dispute, as the reskers identified, basically
concerned the reduction of philosophy to the stoflylanguage (analytic
philosophy) and initiated one of the most importdistussions concerning the
relationship between philosophy and logic. Thisalebwas crucial because it
also concerned questions related to fundamentalaphgsical issues
(naturalism — supranaturalism, rationalism — imadilism) and epistemological
issues (realism — idealism, boundaries and streaificognition).

Keywords Lviv-Warsaw School, philosophy of logic, Polisloglc and
philosophy.

1. Introduction

The importance of the Lviv-Warsaw School (LWS) Rwlish philosophy and philosophy in general
is undeniable and universally recognized [36]. Test-known achievements of the LWS are
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related to research and development of Iddix,mention only J6zef M. Bochski, Alfred Tarski
and Jan tukasiewicz. However, the polemics of tleenivers and representatives of the LWS are
less widely known, especially the disputes condlate the circle of (international) Polish
philosophical thought during the interwar period@][30ne of the most important discussions on the
relationship and mutual relationship between pbiddsy and logic took place in 1936-1937,
between Jan tukasiewicz and Augustyn JakubiskiBlikeir polemics also provoked reactions from
other thinkers (e.g. Adar#6ttowski, Zygmunt Zawirski). Moreover, the questioh the role of
logic in philosophy was raised at the Ill Polishil®sophical Congress in Krakéw in 1936 [22].
This dispute, however, being relatively unkndwesults firstly from: firstly, the hermetic chatar

of the environment in which it was conducted aridrlaommented on [37, pp. 134nn], [35, pp. 24-
49] and secondly, from the fact that Jakubisiak feagotten and omitted in current philosophical,
historical and theological research. This situatgdeverly described by Bohdan Chudoba:

Jakubisiak, the author of three learned and peimarbooks on the subject of creative
freedom, was one of the most lucid and also magy t€hristian thinkers of our
century. His struggle against the pseudo-myths avdg equaled by his defense of the
Christian tradition against the spread of the Atelian, Thomistic and Cartesian
obscurantism. In his faithfulness to the Christraessage he evidently incurred the
wrath of the servants of the false myths as webifatose Christians who are ready to
bend over backward in catering to these servargsre8ult, his very name has been
omitted form even most comprehensive encyclopeakasell as from textbooks of the
history of philosophy [8, p. 113].

While one can agree with the final statement, ibpute between Jakubisiak and tukasiewicz is

a good example of the fact that it is impossibleedoth simultaneously a specialist anda visionary
in every field of philosophical and scientific reseh. Nevertheless, as Jan Wsle indicates [37,

p. 134], polemicen questionnitiated one of the most important discussionsttua relationship
between philosophy and logic. tukasiewicz himsetbte the following in one of his letters to
Bocheski:

| would not like much to be written about my prejiktic philosophical works; both the
dissertation about causation and my book about pifieciple of contradiction in
Aristotle | consider old and unsuccessful. | attacme importance to the wo@n
science and probabilityand to the polemics with Fr. Jakubisiak and thiela In the
defense of logisticaind besides, another two philosophical artic2ds’[

In short: if today’s analytical philosophers anditmans can be grateful to Jakubisiak for anything,
then certainly it must be for his contribution k@ tdevelopment and precision of the thoughts of Jan
tukasiewicz [24, p. 117], [35, p. 22].

2.Virus Logisticus?

The basic accusation formulated by opponents of W&, including — probably most significantly
— Jakubisiak himself, consisted firstly of absdrg logic and its tools (contrary to the intengon
of the representatives of the LWS themselves), thed of categorically rejecting it as another
attempted attack on the truth and metaphysfasis logisticusis a term used by Jakubisiak and
other Catholic thinkers who oppo$atlis accusation — and, as it emerged, did noy futiderstand
the ideas and methods cultivated within the LWS.[3Bis term has become so prominent that it
has entered both the general circulation, as weatuarent literature [e.g. 39, p. 162].

Jacek Jadacki in the articBemiotics of the LWS: Main Conce[itg] gives two statements,
the authors of which are Jakubisiak and Bolestaweég&i. The first wrote: “The virus logisticus
brought from abroad was bred perfectly on the bodtthe LWS school of philosophy, and from
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there it spread through the universities of Polafid®, p. 131]. The second one: “Their favorite
weapon is what is commonly called ‘grabbing for éf Their exactness is their deity, a scientific
cry of a battle; they crush, annihilate their opgats, moreover, the few and speaking shyly” [12, p.
131]. Jakubisiak, as we already know, belonged gooap of these opponents. He was one of the
most important participants in discussions, becais@olemics — however we know today, that it
was not justified [28], [38, pp. 150-153], and isleghtly broader context [40, pp. 150-153], [10, p
231] — allowed tukasiewicz to clarify his views agde, not only to him, a proper understanding
of contemporary logic and its relation to philospimd science [3, p. 337], [32, p. 341].

Jakubisiak’s merit was mainly that he began audision on logistics (as mathematical logic
was called at that time) relations with philosophijch allowed tukasiewicz not only to overcome
erroneous ideas about the proposals and postdatee LWS, but also change his own style of
speech to a much less emotional tone. This faegmghasized by Wolak [35, pp. 42-43] and
Wolenski [37, p. 164]. The sources of Jakubisiak’s aatioas can be found in the opinions of
Twardowski himself about the loss of contact wility by the school and “vain formalism” [27,
pp. 148-150], as well as in the Christian-theolabizackground of Jakubisiak’s thoughts and his
own philosophical conception, which for the sakesifiplicity let us call autodeterminismEor
Jakubisiak, the discontinuity existing in the wolidcluding the cases of human choices and
actions) is recognized by the intellect in an it way. It is a manifestation of the existence of
closed and autonomous entities, which, moreoven ba self-determinant, thus escaping
determinism (overthrown by modern science, espggcgalantum mechanics) and indeterminism
(which denies the stability and rationality of fredl). By what beings (or people), thanks to their
salvation (free will, intellect, self-awarenessg able to form the first principles of reality, wwh
are the first three scholastic principles of reagmmn-contradiction, identitgertium non datux?

As for Lukasiewicz, let us give a short overviewhi$ views in the context of his dispute
with Jakubisiak, through the synthetic elaboratdiStanistaw Borzym [5, pp. 517-518]. Thus, for
tukasiewicz, any philosophy without a scientific thied that operates with ambiguous terms can
have at most aesthetic or ethical value. Negletdbgit was the main factor in this state of affairs
The “new” logic gives a new criterion of accuragyaallows to formulate an outgoing program —
according to the words of Lukasiewicz — above tmeptmness of the current philosophical
speculations. This program can be summarized #&swm&l one should deal with comprehensible
issues, i.e. those that can be formulated basembwi@mporary knowledge and scientific methods.
The method itself is based on mathematical loge, be deductive and axiomatic. The axioms
should be intuitively clear and simple sentencesl #he original concepts should contain such
expressions whose meaning can be easily graspediama their understandable examples. The
results of such research should be controlled bybooing them with experience data and the
results of sciences, especially natural sciefices.

3. Dispute

The polemics itself was played out in three batages: 1936 — Jakubisiak’s introduction to the
book From the scope to the contemhich is a collection of his lectures and speedhé&g 1936 —
Lukasiewicz’s answer in the pages of the “PhiloscgrReview” (articleLogistics and Philosophy
[24]; 1937 — Jakubisiak’s answer in the pages ef“thilosophical Review” (articl©n the book
“From the scope to the content[15]. An article by tukasiewicz entitlebh defense of logistics
[23] can be regarded as a kind of epilogue, it argginally published in the bookatholic Thought
Towards Contemporary Logia 1937 being the fruit of the Third Polish Phipsical Congress in
Krakow (September 1936) [22]. At this point, Lul@sgicz does not quote Jakubisiak anywhere, but
he refers to his article from the “PhilosophicaviRe” and clarifies some of his thougHts.

Before proceeding to delineate and describe thenaegts of Jakubisiak and tukasiewicz, it
is necessary to emphasize once again the somewhédssional and prejudiced nature of the
attacks on the LWS, resulting largely from the mserstanding of modern logical ideas, which in
turn is rooted in the classic approach not onlylagic, but primary to the basic problems of
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philosophy** This is why Jakubisiak (and his supporters) coattuse tukasiewicz and his
disciples of the anti-theological, anti-religiousdaanti-metaphysical attitude (however, it is well-
known, for example, that the LWS had different \se@and tukasiewicz considered himself theist).
According to Jakubisiak, logistics is just anothame for neo-positivism, the direct consequence of
which is atheism. tukasiewicz showed that thera difference between logistics and philosophy,
and furthermore that there are priests who recegioigistics and apply it in theological provinces.
Jakubisiak, on the other hand, answered thataitnatural affliction of Poles to sanctify everytipin
to seek sanctity where it does not exist, evendgystics [cf. 35, pp. 24-49F

Symptomatic of this way of thinking is the discwssbf Jakubisiak’®ook From the scope
to the contenfl7], which in the “Homiletical Review” in 1936 wasublished by Fr. Aleksander
Syski [33]. He wrote:

The slogan of struggle against mysticism, or rehgiraised by the head of logistic
school Bertrand Russell, may have been the mosifypaiand the highest scientific
criterion was taken especially by bred Polish ltsyef Lviv school of philosophy with
tukasiewicz, Kotarhiski and other “strong heads” at the head, and fitweréf, where,

in Poland, in the face of the command of universityirs by this foreign pseudo-
scientific logistic poison brought to us, it woube time for the reaction to be great.
This reaction abroad, especially in France, iseagtriumph — and its symptom is the
book of Fr. Jakubisiak. He beats logisticians, andjeneral all pseudoscientists, or
actually, philosophical determinists who refer tdeace, he beats them with science
[33, pp. 376-377].

How was it really?® In the introduction to his book, Jakubisiak, a¢ trery beginning, makes a
program for his philosophy: “The individual is tead to which human cognition should go aled
factoit do so. It is to make it to this end, becauskeais the source of everything that man knows
about reality” [17, pp. 7-8]. In addition, accordito the Polish philosopher, it is known from logic
that the scope of the concept means the elemeaattsndike up its composition (e.g. the scope of the
concept of “human” are all people), and its contgetcommon features of elements falling under

a given concept (e.g. common features of all pgoflee larger the scope, the more general the
concept, the smaller the scope the more the congejmher in content. The richest content has an
individual — each time it belongs only to a givemtuFor Jakubisiak, in the face of the crisis and
the decline of determinism, the most important gdadcience is to know the individual. This must
be overcome by the thoughts of the ancient Greseksjell as by Kant, who separated the being and
thought and thus established the guiding principiemodern philosophical schools: being is
unknowable. Jakubisiak calls this philosophicaitude criticism and also assigns it to logistics,
which he calls logical empiricism and mathematicaglic. He counts Russell, Whitehead, Kreis,
Wittgenestein, Schlick and Carnap as one of théslegophical currents, besides of course the
LWS. These thinkers “not only break radically wah metaphysics, but also speak inexorable to
the philosophical struggle of the doctrines of peest” [17, p. 11]. Their main objection to the
current philosophy is the lack of a method — sajaiBisiak citing the text of Lukasiewicz on the
method in philosophy. According to Jakubisiak, altph logistics also wants to break with Kant's
criticism and the concept of the theory of cogmit{according to tukasiewicz, mathematics logic is
a salutary solution to philosophy), yet its podtesacoincide with the philosophy of thinker form
Kdnigsberg. According to Jakubisiak, these areth&)negation of metaphysics resulting from the
negation of the relationship between the subjedt the object of cognition, this time not in the
creation ofa priori categories, but in the closing of philosophy ie tharrow frames of abstract
formulas that impose on cogniti@npriori structure of assumptions that stop the spontanéitiye
human mind (this what is not general is not sciEftiThis leads Jakubisiak to call logicians “new
encyclopedists”; 2) a postulate of determinismegsence opposed to indeterminism in quantum
physics, which in turn manifests itself in the dedio “unify all sections of knowledge with the
most general and all-binding binding law of caugal{17, p. 16]. They replace the necessary
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causal relationship of the former determinists vaittunctional relationship — and in this, according
to Jakubisiak, they are wrong, because their effoverthrow the Heisenberg uncertainty principle
(functions cannot be one-determinant). In the rgat of the introduction Jakubisiak discusses
Tadeusz Kotarlaski, trying to show that the goal of modern logistis the negation of faith and
religion. “This is where the scientific philosoplwtimately leads. It begins with the negation of
metaphysics and ends with the negation of God” p1L23]. As Jakubisiak goes on: “The results of
this philosophy do not bring anything fundamentaligw to philosophical thought, they only
restore old errors” [17, p. 23]. In the final areby Jakubisiak regrets thatus logisticushas been
spreading in Poland and is calling for a reactiogaiast it, and calling this virus
“pseudophilosophy.” Only at the very end, makingee@apitulation of his argument, Jakubisiak
writes: “Criticism has survived to this day in msost important postulates, namely: negation of
metaphysics, denial of all transcendence and brgngi richer content of scientifically significant
cognition to thea priori forms of the human mind” [17, p. 25]. According liom, criticism has
reached its extreme form in logistics, the fornmalisf which is in turn “the extreme stage of the
current of thought, going in the opposite directiorthe progress of human knowledge, instead of
going from scope to content, it goes backwardsuifinothe movement of cancer from content to
scope” [17, p. 25].

It did not take long for Lukasiewicz to answer [24]) fact, the Polish logician said that
Jakubisiak’s attacks might be silent, if only dwethe lack of knowledge of the subject he so
vehemently criticizes. tukasiewicz’s reply can hemsnarized as follows: 1) Logistics cares for
contact with reality — here Lukasiewicz refers ke ttext about the method which Jakubisiak
criticized, but which he did not read honestly:@ding to logic it is necessary to verify and cohtr
the results obtained in logistics through intuitiexperience and natural sciences; 2) logistics doe
not defend the postulates of Kant’'s philosophyjdgjistics is not logical empiricism; these two
points result from the fact that it is not a phdphical or logical direction, but only science, Isas
psychology, and this is a science closer to mathiesnhan to philosophy; it can be considered “at
most” as a branch of philosophy — as Wolak poinis although tukasiewicz’s view of logic and
philosophy and their relations has changed, ita@atainly be said that he did not want to replace
philosophy with logic; 4) logic is non-philosophicnd does not pretend to be a philosophy — in
my opinion one of the most important argumentsahbee logistics has its own methods that may,
but do not necessarily imply philosophical theoreimskasiewicz notes that Jakubisiak confuses
concepts by identifying mathematical logic with Ipeophical logic, calling it a philosophical
current (the second logician considers it the prendific stage of the first); for Lukasiewicz,ig
clear that the current task is to create a philogapf logic that grows out of scientific logic; 5)
Jakubisiak does not touch the main point of théolero, he does not speak a word about logistics,
and his reflections on the relation of scope andtert cannot be called strictly logical
considerations; 6) logistics is not nominalism loe einalysis of language (Carnap) — according to
Wolak, such an argument could be followed by Jakakis whole argument; it follows from this
that the charge of neopositivism is therefore exomsly put forth by Jakubisiak; 7) logistics does
not negate metaphysics — according to tukasiewigkybisiak wrongly attributes the radical views
of the Vienna Circle to the LWS, confusing, in admh, Kant with Hume; once again it is clear to
the Polish logician that Jakubisiak has no ideatwigais writing about; 8) tukasiewicz does not
want to limit philosophical issues, but wants togpmave methods of practicing philosophy, like
natural science (development of logic and mathawatiearly shows that their methods are
effective and fruitful in researching philosophigaioblems, to mention only Salamucha’s book
about ontological evidence); here, too one seessislwicz’s remark about the priests applying
logistics in their research; 9) the LWS clearly gmmdgramically distinguishes philosophy from the
outlook — it means that there are such mattersdhahot be examined by methods of scientific
philosophy (areas that are outside the boundaffiegason are a place of beliefs and religious
feelings and can pervade, according to tukasievachyity of reason). Wolak observes that the
polemic between Jakubisiak and tukasiewicz showdrdgarded as a worldview rather than a
philosophical clash [35, p. 24], [24, p. 117].
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Jakubisiak’s answer was rapidly forthcoming [15gcArding to Wolak, it was not a discussion —
contrary to what Jakubisiak himself wrote — butezldration, because the Polish priest omitted
some of the issues raised by tukasiewicz, whiletimers he made further mistakes [35, p. 44].
Jakubisiak maintains his allegation of nominalisiot, accepting that logistics as a formal science is
philosophically neutral. Yes, it can give refleetivmethodological patterns, and even give premises
for philosophical reasoning, but it is not a philpky in the strictest sense. The formalization of
issues, as practice demonstrates, can be very |lusefaoonsidering philosophical problems.
According to Wolak, Jakubisiak commits a serioustake by calling logistics what is only his own
interpretation of logistics and, furthermore, dttiting it to the entire LWS [35, p. 45]. In thetéat
portion of his text, Jakubisiak again equates Ligwisz with Carnap, not recognizing that the neo-
positivists cannot be considered faithful followafsKant's thoughts, and also that in the LWS
there was epistemological pluralism. In the enétubBesiak strongly disagrees with Lukasiewicz’s
statement, who spoke and wrote that philosophipat@ation should be removed. The Polish
priest did not see, however, that Lukasiewicz spdd@ut speculations in the meaning of inaccurate
and ambiguous reasoning, not about speculationducted on the basis of the best methods of
reasoning. According to Wolak [35, p. 47], Jakuddisivas in error here, but on the other hand, not
knowing the details of the functioning of the dr#fat meanings of the concepts used by him, and
not seeing the broader perspectives of the stdtasetaphysics, which the simpliciter was often
refused. At the end of his answer, Jakubisiak st#iat modern philosophy speaks of what is on the
basis of what should be, while equating tukasievdor neo-positivist logicians who, however,
have only seen sources of knowledge in experiefiee final objection against Lukasiewicz is that
he does not answer the question about the relafidogistics to philosophy at all, which results
from ignorance not only of Lukasiewicz’s other wigs and significant omissions of fragments of
his counterargument, but also the equating of plel@and diverse, and sometimes even alien views
[35, pp. 48-49].

At the end of this paragraph is a brief mentioraisomewhat broader context, of the article
by tukasiewiczIn defense of logistic23], where he defends logistics against allegatioh
nominalism, positivism, pragmatism and relatividde states that the publication of multi-valued
logics in 1930 does not change the fact of theditgliand ruthlessness of the principle of exclusive
non-contradiction, as well as the validity of thies of inference. It does not exclude the exisenc
of other similar principles that may be discovewile continuing logistical and philosophical
research. At the end, Lukasiewicz states that wrerniee faces an issue, he has the impression of
communing with a compact and resistant structusedhbts on him as concrete and tangible objects:

| can not change anything in this constructionplrbt create anything myself, but in
the hard work | DISCOVER in it only ever new detaibaining truths that are not
touched and eternal. Where is and what is the idesign? A believing philosopher
would say that he is in God and is his thought [226].

4. Closing Remarks

This laconic examination of the polemics betweekasiewicz and Jakubisiak, especially in the
context of today’s knowledge and development ohlatilosophy and logic, allows us to obtain a
broader understanding of the inaccuracies andcroings of Jakubisiak’'s argumerfsiowever,

as Woldski notes, Jakubisiak’s criticism and attacks oedun the 1930s, when the achievements
of LWS were something new and not yet solidifiedd anany issues were not fully clarified or

were only beginning to be understood [37, p. 18dKkubisiak’s warnings about the logistic virus

turned out to be unwarrented, as evidenced, amdhgrey by the development of broadly

understood analytical philosophy and logical tanlsther models of practicing philosophy, but his
attitude and attacks on the LWS significaniiypglicite) contributed to the development of ideas
cultivated within the sphere.
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The example of this polemic demonstrates that ilopbphy there is a need for theoretical clashes
and discussions which, if they do not change viamws positions, can significantly contribute to
their clarification.
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1. “As far as the matter concerns international imgioce, one thing is clear. The logical achievemehthe LWS
became the most famous. Doubtless, the Warsaw ksohtagic contributed very much to the developmehtogic in
the 20" century. Other contributions are known but rathearginally. This is partially due to the fact thabst
philosophical writings of the LWS appeared in Pualislowever, this factor does not explain everythidgny writings
of the LWS were originally published in English,eRch or German. However, their influence was vepdenate,
considerably lesser than that of similar writingspbilosophers from the leading countries. Thisaipity, because
radical conventionalism, reism or semantic epistegpare the real philosophical pearls. But perhhjssis the fate of
results achieved in cultural provinces” [36].

2. Polish Catholic priest, theologian and philosopdsociated with the Historical and Literary Socigtyl the Polish
Library in Paris. He lectured and published in Eterand in Polish, and served as a chaplain amoagPtiish
community and soldiers. In his intellectual work Healt with Polish philosophy, criticism of totalitanism,
philosophy of man and freedom, ethics, as welkasés in the field of philosophy of nature andqduphy of science.
He was born in Warsaw in 1884, after graduatingnfrbigh school he entered the catholic seminary,ciwhie
completed in 1906 and was ordained a priest. 0184 travels to Paris, where he takes up philosaplstudies
(Catholic Institute in Paris). Two years later, defended his doctorate in morality with Count AugGseszkowski
(1912). He also wrote a dissertation on the phpbyoof the absolute in the thought of J6zef Hoenenski, which he
presented at the Sorbonne in 1914. He also comtimi® studies in specific sciences: mathematicysiph and
chemistry (Sorbonne). This allows him to complagevmork, which he wrote for many years, on time apédce limits
(Essai sur les limites de l'espace et du témifes which he received a distinction from the kel Academy of Moral
and Political Sciences (1927). In the meantimeréiarned to Poland as an army chaplain to GenémefMaller
(1919-1920). Then he returns to France. 1936, héighed a collection From scope to content andcarsg important
work in French La pensée et le libre arbitrén the years 1939-1940, he was the first profes§@hilosophy at the
Polish University Abroad. He also performed varipastoral, social and political functions. He di@sNovember 23,
1945. For further information see e.g. [11], [3p, p42-545]

3. Short mentions about tukasiewicz's polemics witkubésiak can be found e.g. in [31, p. 41], [9, PP, 230].
Wider discussion with a broader historical-theaadticontext: [37, pp. 134nn], [35, pp. 24-49]. Rube the polemics
have been mentioned in [10].

4. ltis interesting how tukasiewicz talks about Jaki#k in his private journal. In May 1936 tukasiewiwas invited
to lecture at the Sorbonne. Jakubisiak also canmésttectures. “I had a problem with this priestomsias considered a
great philosopher in the Polish circles of Paresduse he attacked me and my school in a way @mbeth stupid and
ugly. He became frustrated when we invited him itmer atLutecja watered with wine, but when he later read my
article Logistyka a filozofia(Logistics and philosophyin Przeghd Filozoficzny(Philosophical Revieyafter a few
weeks, he became mortally offended” [20, p. 58].

5. For tukasiewicz’s thought and writings see e.g],[£26, pp. 69-89].

6. It should be noted that even today, thinkers ofistian (Catholic) provenance formulate skepticalgonents about
logic as a tool for solving philosophical (metapbg$ problems: logic cannot be a fully adequatethoé of
justification in metaphysics, nor can it justify tile statements made in metaphysics [19, pp. 6.7-70

7. Jakubisiak develops and finally formulates his @mtcin subsequent works: [13], [14], [16], [18]. igihiew
Ambrozewicz attempts to discuss his concept syntheti¢a]ly

8. Synthetic development of the outlined ideas carfion@d in [14] or in a more popular form in [7], [Bp. 75-77,
120-121] and [2, pp. 30-31].

9. See also [6, pp. 215-217].

10.It should be added that tukasiewicz's article Ltigss and philosophy has also become the subjec¢ieniryk
Elzenberg’s remarks and reservations, as Joannaulzelyowak writes in detail in his recent book, gisely in the
context of Lukasiewicz’s dispute with Jakubisiak [$p. 150-153].

11.That is why Wolak [35] includes Jakubisiak among tieo-Thomists, although he does not do it witheuy
reservations, which is also emphasized by PawetkRoho characterizes Jakubisiak’s philosophical si#ttaiin the
following way: “Jakubisiak was perceived by his tmmporaries as an original philosopher, building ghilosophy in
the spirit of the Ockham’s nominalism and critiogimost philosophical positions, including schatasand Thomism.
In newer studies, accents are differently distebuin relation to his views: according to Sosnowskkubisiak’s
interests were directed towards the sciences, aokdi\¢onsiders him (with some cautions) as a remtesive of the
Polish neo-Thomist movement. Apart from attempta abmprehensive assessment of Jakubisiak's posigts keep
in mind that he tried to integrate his original cept into Christian philosophy in Poland, and thiatreflections on the
theory of relativity were for him one of the elertenf the analysis of contemporary science andopbphy, which
was to serve him in the construction of fundamentaicepts of new philosophy and in the criticismkaintian
apriorism” [26, p. 56].

12.The order of the argumentation was given in favafuanother text by Wolak, in which he presents taié@icz’s
polemics with Jakubisiak as an example of a dispatelucted within the framework of Schopenhaueitie [34].
13.I'm basing the following reconstruction especiatiy [35, pp. 24-49] which is more hermetic for thibject than
[37].

14. For more detailed discussions see [37, pp. 13488],pp. 24-49].
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Abstract:

The author stands that thinking by analogy is anaainstrument human have
because of the mirror neurons in our brain. Howeiget that infallible to rely
on? How can we be sure that our hidden biasesnailharm our reflections?
Implicit Association Bias (IAB), for instance, isp@werful intruder that affects
our understanding, actions, and decisions on theonstious level by
cherishing the stereotypes based on specific ctairstics such as ethnicity,
sex, race, and so on. To check if there is a aciosl between the IAB effect
and the people’s capacity to reason logically,atthor had created an online-
survey. The focus was on analogical reasoning ARltésts concerning the
guestion of gender equality in science and everyiflagnd age prejudices.
Keywords: analogy, analogical thinking, Implicit Associati®ias, IAT.

1. Introduction

Human makes decisions a thousand times a day ddfegent apparatus to help themselves. Often we
consider a new situation for the one they knows in our nature. From our childhood, babies try to
copy their parent’s habits, their facial expressjand gestures, their manner of talking, theikveald
posture — the first thing they get from their moamsl dads. Cognitive scientists say that this tylpe o
behavior is possible thanks to the mirror neuransur brain, which are focused on finding similar
patterns.

Nevertheless, this copying is unconscious. Smaltichs well as apes or parrots, imitate what
they see and hear without re-thinking. Growing they find the new role models and start to analyze
and compare their parents with the new idols clmgptie elements they like more. At this point, the
child begins reason by analogy consciously.
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The ability to spot existing or emerging patteraone of the most (if not the most) critical skils
intelligent decision making, though we are mosthaware that we do it all the time [14]. Human brain
works by patterns and associations — if a percegiis roughly into an existing pattern, then ityrize
taken as definitive. We see a half-hidden pers@ssi#id or coiffured as someone we may know and
“recognize” this person by his/her type of clotta@shairstyle. We distinguish a fake smile from a
genuine smile, predict from person’s body languége/she is telling the truth or read from thei&c
expression what people are thinking about at thiiqular moment.

This ability of our brain makes our life easiert lati the same time, it leaves some loops. The
not only analogy works in this manner. Not so famerican scientists, Kahneman and Tversky, have
discovered the whole series of biases that impéhdgpntrude into our decision-making process. For
instance, Implicit Association Bias (IAB) arisesrn the quick automatic association by noticing
patterns between two or more similar things, ceeates rapid mental connections between the abject
actions, and ideas that share the same pattemsllass the analogical reasoning. In this artiale,are
going to take a better look at both of them to fin€lir similarities and differences.

2. Analogy

In early 80s Dedre Gentner developed the struchapping theory according which an analogy is a
mapping of knowledge from one domain (the baseooirce) into another (the target) such that a
system of relations that holds among the base wbgso holds among the target objeMesaning that
analogy works bystablishing the correspondences between two sbjsatthe new inferences derive
by importing connected information from one objexrtanother. To do so, these objects should have
some common patteripg].

Analogical mapping is often used because of itspbaity and familiarity for our brain.
However, sometimes, requires a good level of creative thinking. Thisra small number of analogies
that can be taken from our memory. Basically, bseaaur memory is not limitless. Besides, it is in
human nature to forget things. Thus, the other e suggest that we use some “unexpected”
sources, like the creativity of our mind. The lask is claimed to be the origin of novelty, which
analogical reasoning is glad to benefit from.

Gentner and Loewenstein insisted that analogicabaming as a reflection process from
particular to particular can lBvided into simple stages. They distinguishedepstthat people “pass”
reasoning by analogyi) retrieval of potentially useful related caseegi another (2) mapping between
two cases in working memory (finding the correspammt/ likeness) (3) evaluating the analogy and its
inferences (using a source analog to form a neyecture) (4) abstracting the common structure (good
analogy is structurally consistenf3]

Holyoak and Thagard supporting Gentner’s idea séshat good analogical reasoning follows
three kinds of constraints: similarity, structuaad purpose. They do not operate like rigid rules b
assist the internal coherence of the analogicaomag. Returning to the Little Aaron, his example
adheres to all restrictions. Aaron’s mom hit hemdhas her son done for hundreds of time (similgarity
The boy kissed his mom’s hand she had done be$tmac{ure). Aaron wanted to make his mom feel
better by easing her pain by a kiss (purpose) [6].

As straightforward and widespread analogical thrigkis, it also proved to be useful. Gick &
Holyoak conducted an experiment whose results tepa@ome curious data. Only 10% of people who
simply read and tried to solve the problem succgedile 30% of those who were given a story with
an analogous solution, yet, with different speatimtent, before receiving the insight problemyedl
it. Three times as many as without the analogyh®eiacredible! [9].

Using analogical reasoning in decision-making psscgmplifies the last one, proposing to use
some already established model instead of creatmgw laborious resolution. Thus, the more previous
experiences one have, the more connections ths®perasily can makénalogies may be applied at
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various levels: in the same case or a case withlasistructure; in social interaction with the same
individual or with individuals who are consideredatbogous (e.g., are in similar relations to meg lik
family or team members), etc. [13].

However, if analogies are so quick and easy-madegover based on our elusive memory and
previous doubtable experience, how can we be $ateanalogical reasoning is infallible to rely on?
How can we be sure that our hidden biases willhaoin our reflections? Does our level of criticatlan
logical thinking preserve us from errors? MarijkeeBning insists that analogies can fail if and ahly
they are constructed based on superficial simylanivt deep causal traits [1].

3. Implicit Association Bias

Implicit stereotyping is systematically studiedangh well-established methods based upon principles
of cognitive psychology that have been developeddarly a century’s worth of work. The IAB is
demonstrated in two paradigms: (1) says that thgnitwe salience of a familiar stereotype can
implicitly bias social judgment in stereotype-catent ways (Devine’s critical experiment); (2) st
that social attitudes — including prejudice andesit/pes — are empirically captured by the degoee t
which they are linked through speed and efficietocgemantically related concept [11].

IAB has the next characteristics: (1) It belongsthie | System of human “Machinery of
Thought” that is represented by the quick automaticie of decision-making. We can identify it with
human intuition and instinct [12]; (2) It is uncai®us, so humans are unable to catch its presdnce a
once. Just as Freud suggested that we push oualdesubles and traumas out of consciousness, yet
they continue to follow us and have an influenceusrin the form of our dreams, linguistic errors or
even some kind of depression. Cognitive implicadais hide in the dark corners of our mind waiting
for the right time to show their effect on us; (Bworks on the rapid mental associations attadbed
people behavior and attitude; (4) It can contraldishan conscious beliefs and positions.

Where can we see the manifestation of the IAB?r&lite everywhere! It could happen in any
domain: recruitment, healthcare, outcomes in cranjustice, etc. For example, if meeting a perswon f
the first time, you, rather than being neutral,éhavpreference for (or aversion to) he/she basesicim
characteristics as race, gender, ethnicity, agegsven appearance; this is the manifestation of the
implicit association bias. | think anyone of us hadur experience a person who was more loved by
our teacher/boss or whoever else only becauseéhbisth some characteristics this person likes or on
the contrary you have some flaws this person hates.

However, you should understand that it does notemyaki or anyone else a racist, sexist, etc.,
anytime such a stereotype popped into your mingusit means that your brain is working properly,
noticing patterns, and generalizing! Racism ors®xis a decision made by a sharp mind. The implicit
associations are ‘rogue’ processes, which are roggeply seen as part of the agent's character - not
indicative of ‘who she is.” Merely being influencdy implicit bias does not mean that one has the
nature of a racist or sexist person; it takes sbimgtother than the operation of implicit racighdes to
be properly ascribed the character trait racist [7]

IAB have both positive and negative results. Fram bright side, IAB facilitates fast-made
judgments and decisions. Although it does it byarmdning the true intentions, changes the behavior,
and sets people up to overgeneralize. For instamegine a police officer that believes in his sigre
role to protect and serve people. He is deeply cii@anto these principles. Yet, most of the time, h
stops only men of color. If you ask him why he @ndj that he will not be able to give you a rationa
answer. The truth is — he is biased! Unconsciohslgassociates a black or a brown face to the caimin
one (without being aware of it). This police officeuffers from the implicit race bias that couldséa
appeared in his childhood or forced by his everyelayironment.

At the same time, we can have some harsh prejudigasist a government, for instance,
associating it with the word corruption, or bankexssociating them with greed, or militaries
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associating them with aggression. Thereby when meet a man, who claims to be a banker, but
dreams of going to politics, you may unconsciowsgociate this desire with his greed and corruption
inclinations. That is how the implicit bias can peate the human decision-making process and affect
or even modify the decision. The good news is &mgt bias could be corrected by simple re-thinking!
When you get to know better this man, you can chaymur mind, finding him kind and fair, or
confirm your first assumptions.

4. Analogical Reasoning and Implicit Association Biag&xperiment

Our brain is a powerful machine that knows howitopdify the word for us. Just imagine if we would
need to think of everything in a logical, meticusoway comparing all the propositions and desites. |
would take a lot of time and mental energy. Thaeefour brain constructs a vast amount of models fo
quick understanding and processing the informatiasur memory, so we would not have to deal with
it later in the future one more time. The same @pie works in so-called “Holistic learning,” where
you learn things by connecting them to other ideabcreating mental constructs of concepts. [17]

Nevertheless, nothing is perfect! Even our braimatTis why the loops open for the biases in
the System | become possible. As it was mentiorefdre, IAB works in the same manner as the
analogical reasoning by gathering commonalitiegtiogr. That means that IAB like a virus or a tree
fungus clings to our brain and unnoticed functianth it. Let us sum up in the table below the main
characteristics of the analogical reasoning and. IAB

Reasoning by analogy Implicit association bias

The reasoning is typically considered with lanifest themselves using the loops of the
high-level awareness and rationality th&ystem I, creating rapid mental connections
belongs to System II. between the objects, actions, and ideas.

Identifies a common relation between twArises from the quick automatic association|by
situations and generates further inferencesticing patterns between two or more simjlar
driven by these commonalities. things.

Consciously makes generalizations to come|tdnconsciouslymakes generalizations to come
a specific decision. to a certain decision.

Rational good analogies are structuralized. | Unconscious associations are driven |by
indefinable emotional impulses.

As these two phenomena work similarly, the nextstjoas arise: (1) could the Implicit Association
Bias intrude our Analogical reasoning? (2) Could tereotypes or prejudices take the place of the
rationally made analogies in the name of fast thiglR My hypothesis is that IAB not only can butoals
do so quite often. Therefore, there should be eetairon between them. We can assume that if there
will be found a robust and significant correlati@n= more than .05) between the level of Analogical
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reasoning and the IAB a person shows, we may satyhthman analogical reasoning (sufficiently)
suffers from the unconscious impulses.

5. Method

To check the hypothesis, | have created an onlimeey on the Lime Survey platform. The study was
performed in Ukrainian language, so here | am giwou the translations. It was composed of three
parts: two on the analogical reasoning test andoonthe implicit association bias. The analogiesl t
part was run twice (before and after the IAB) te ffethe implicit association bias mutually witheth
pressure of time affects human decisions. The studyn the next sequence: (1) First, the partitipa
have as many time as they need to reflect on theuestions on analogy. (2) After they do the IAB
test (that is limited in time) to rate the levelgg@nder and age stereotypes they unconsciously (&ve
Then they have a new analogical test, and they teadswer these questions as quickly as they can
accordingly to the timer (10 seconds per questiBekides, in the last task, five questions outeaf t
concerned the same topics as the IAB test, i.ee gander and age implication.

The original idea to take the IAT was rejectedstfir, because of its complexity and long time-
consuming; secondly, because the new studies shitgvetiftiness. [2, 15] Thus, | decided to create
my test that will not take much time and will benpier to do, yet, that will be still based on tlzene
principle as the IAT — the association test oniggttond reaction time. For example, to see theeyend
preference unconscious, | named some professitkes,ah astronaut, first-grade teacher, nurse or
mathematician, to the students and asked themamselto whom it is more suitable — for a girl named
Olia and a boy called Tolia. To check the raceuyttege, | gave the students some examples of the
presents, like a book, laptop or a bike, and askethoose which of them are good for a son andhwhic
for his grandpa. Subjects had only 30 seconds teertieeir decision.

Additionally, 1 decided to check Holyoak’s assuroptithat analogical reasoning is a congenital
ability. Holyoak & Thagard gave an example of éittharon who at his second year of life was able to
derive an analogy from to similar situations, thlabws that analogical reasoning does not requiye an
tutoring in logic or critical thinking [8]. Thus,ihvite not only people who studied logic, but alkose
who never had a deal with critical thinking. Théatchumber of the participants is 50 (25 from each
side). All of them are students from my alma matd@raras Shevchenko National University of Kyiv.
Half of them — the third grade — had attended asmon classical logic. The first grade did notehav
any logical classes at that time or before.

After the revision, only half questionnaires turnaat to be competently and correctly full-
filled. Seven of the participants were male sulgjeathile eighteen were female subjects. Only two
representatives out of 25 said that they prefer tnemomen in work, while four gave their preference
to women. At the same time, 12 represents indictitatithey prefer to work with young people and
none favored elders. An interesting fact is thatf@r who suggested their preference to women
showed prejudice against them in the question kgeraand profession.

6. Conclusion

Out of 100 answers on modified IAT test, 28 did shbw any biased, while 72 were the biased
answers. Overall, 50% of the representatives shoavepnder-bias and 70% — the age-bias! For
instance,all the respondents (100%) recognized the primary school teacher asnaale profession,
while 86% of participants chose the astronaut gsbafor men. At the same manner, the subjects
decided that the exact sciences, like mathematidsaatronomy, are more suitable for men (72% and
80%) while the Humanities and Art fit the women¥88nd 95%).

Talking about analogical thinking, all subjects mamdore mistakes in the second part after they

pass the IAB test. If we analyze the two analogiesis, out of 250 answers, only 69 were incorirect
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the first test compared to the 135 in the secorel booking at these results, we can previouslyegre
with the hypothesis that in time-limited circumstarthe implicit association bias easily intrudes th
decision-making process and to save time replaeeattalogical reasoning simultaneously pushing
people to make the wrong choices.

Moreover, in the three of five questions that haddgr or age stereotypes, the results showed
in average 60% of biased answers. For instandetguestion “apple tree: apple: father:?” onlyefiv
people gave the right answer “a child” when all dtker chose the wrong variant — “a son.” At the
same way, to the question “fast: slow: immaturefly three participants selected the correct answer
“mature/developed,” while seventeen chose “ageldé’ test also gave wrong answers “young” or
“green,” probably not understanding the analogthcf task.

Statistics were done in the SPSS. It reveals afsignt correlation (Pearson’s r = .06) between
the level of implicit association bias people havel their use of analogical thinking. As a resthlg
subject’s answers showed that the author's hypethess right. Besides, preliminary study or non-
study of logic did not affect the test results. $hwe can conclude that Holyoak’s theory of analalgi
thinking as natural human ability may have sense fliture researches, the author plans to cheok it
correlation with the other social biases and héasslike, for example, the anthropomorphism.
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APPENDIX
Visual analogy tests
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Verbal analogy tests

? . tradition : hedonist : pleasure

a. purist (term)
b. Eden

c. displeasure
d. Agnostic

C. crim

a. chase
b. police

e

outlaw : ? : offend : affront

d. forbid (synonym)

IAB analoqy test

#1 fast: slow:
immature: ?

1. developed
2. aged

3. old man
4. green

#2 newborn:
diaper: ?:
coffin

1. undertaker
2. old man
3. thief

4. dead

#3 apple tree

: apple:
father: ?

1. wife
2.s0n
3. child
4. boy

#4
clarity:
flexibility

1. flexible
2. hard

3. young
4. straight

unclear:
?:

#5 dentist:
teeth: ?:
money

1.businessma
2. bank

3. accountant
4. lawyer

Modified IAT test (30 seconds per guestion)

Who would you recommend for the

astronaut's position in NASA?

Olia
Tolia

Son

Grandpa

Whom would you recommend to give
a new IPad for a New Year?
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Abstract

In this work, no denying the role, or even more g8 value of rational
thinking, it is assumed that it is not the onlyeetive tool for man to achieve
his valuable goaldt is conjectured here that sometimes irrationaikimg is
an equally good (and sometimes even better thaonehtthinking) means of
achieving themlIn the light of these assumptions, the goal of norknis to
indicate the benefits that may be the result oétional thinking in the
colloquial (i.e. unscientific) domain of everydayrhan practiceThe given
examples of irrational thinking come from reseaircthe field of cognitive and
social psychology and behavioural economiddeir results prove that
irrational behaviours (including thinking) are &t accidental nor senseless,
and on the contrary systematic and easy to preitiey, constitute important
arguments for considering the phenomenon of imafithinking.l also discuss
this issue although only to a limited extent.

Keywords rational and irrational thinking, cognitive psydbgy, behavioural
economics, morality.

1. Introduction

It has been assumed that thinking, including itstye — reasoningijs crucial for the effective,
everyday functioning of peoplés such, it is supposed to increase the probalafityndertaking an
optimal action to achieve valuable goals set by .mdinough what has been written applies to
thinking in general, it refers in particular toicatal thinking, because in our culture rationalgy
considered a desirable value and at the same timerra for most (if not all) types of human
activities. In the context of the cultural depreciation of fivaality,’ the idea to consider the
potential benefits of irrational thinking can thiere look like an intellectual provocatioithe
commonness of irrational thinking indicated by mamgearchefsas the basis for drawing
conclusions and making decisions in everyday lieves that this is not the cagef course, the
commonness of a phenomenon cannot be an argumignfarrour.Iin particular, it cannot prove its
merits.Nevertheless, considering the case from the ewwlaty point of view, persistently repeated
behaviour (here: the commonly occurring tendencyrragional thinking) can be seen as a useful
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(and therefore evolutionarily conserved) adaptatirnvironmental requiremerit#ccepting this
point of view in this work, | focus on looking fpossible benefits that irrational thinking can grin
as a means of achieving specific individual goalhe sphere of everyday life.

2. Thelssue of Distinguishing Acts of Rational and Irrational Thinking

Indication of possible benefits from irrationalrtking is a challenge, because it is very diffianid
sometimes impossible to accurately distinguish aétsational thinking from acts of irrational
thinking. This difficulty is connected with the fact that ti@nality” as well as “irrationality” in
accordance with the new paradigm currently in dgwalent are not completely disjunctive or
mutually contradictory concept®n the contrary, the new approach to the issuatainality and
irrationality emphasises the relative charactethef opposition of both concepts and their mutual,
complex relationshipsThis corresponds to the currently advanced moddhushan nature and
psyche, according to which “man is not — and carfeot- a being that is fully and consistently
rational (...) [He is — MMJ]a complex mental: cognitive-emotional and emotiomapilsive
structure (...) [which is — MMJ]nternally omnifariously intertwined, that is, tieers a mutual
interaction of components, rational ones affect @wnal ones, emotional components affect
rational ones (this direction of impact is gengraiironger), impulsive ones impact on emotional
ones” [17, p. 90].The distinguished, qualitatively different, intelg@mponents of the human
psychic structure appear in it with varying intépsand dimensionTheir mutual relationship
depends, among others, on the phylogenetic andyenébic level of human development, culture,
personality and needs, and the specific situati@malumstances of thinking and actinglore
importantly, although different types of human ityi entail mutual relations, varying in scope and
proportions, between the above-identified strud¢telaments of the human psyche, no sphere of
human activity can be said to be the exclusive domrationality or irrationality’

In the face of the syncretic character of humamking? signalled above, the issue of
adequate rationality criteria seems to be a serfmeblem. Traditionally, rational thinking is
perceived as a methodical activity, focused on itmym that meets clearly defined criterla. the
context of the irrationality of colloquial thinkingpnsidered here, the criteria of rationality, gised
to its three types — logical rationality, pragmatiand practical rationality — seem to be important.
The test of logical rationality is the consisterméyadopted premises and the deductive character of
reasoningln the domain of pragmatic rationality, efficienisyimportant and sufficientn turn, the
criteria of practical rationality are: goal orietia, preparation through prior reflection and
efficiency® All the above characteristics and at the same tegeirements of rational thinking are
imperfect criteria, therefore they should not beaals treated as reliable indicators of rationadity
a given piece of thinking.

3. Suggested Additional Definition of Irrational Thinking

In the face of the indicated difficulties with digjuishing rational and irrational thinking is it
possible to consider the benefits of one or ther@ththink so.Clearly conclusive criteria seem to
be possible only in a world with little complexityocial reality, as the domain of everyday life, and
thus the conceptual apparatus describing it, |fuksfeature Therefore, should we depart from its
conceptual categorisatiol® course notEven if our judgments about the rationality or tigaality

of a particular act of thinking have to be, to sof@een a minimum) degree an estimation, the
conceptual order obtained in this way is conductivédetter human orientation in the world and
functioning in it.On the other hand, perhaps a more fruitful strategyld be the qualification of
thinking in terms of its rationality or irrationgli focused on its outcome and/or its procedBreh
possibilities are indicated by the definition ofational thinking proposed by Cezary Mordka.
Under this definition, irrational thinking is “ankind of thinking that does not solve the
motivational problem or solves it inconsistentlytlwithe accepted criterion (such criteria as:
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econl(c))my, simplicity, fruitfulness in the sense oédictability, etc.), i.e. in a non-optimal way”
[10].

In this work attention is focused on these casesrational thinking which, although they
lead to solving the motivational problem, they tdaia non-optimal wayln other words: for the
purpose of this work, irrational thinking is undexed as thinking containing (first of all) systemat
errors in reasoningfhese may be very different errors, e.g. they maysist in: not taking into
account all relevant premis&spverestimation (not necessarily conscious) of lacsed piece of
information?? or in concluding on the basis of clearly insuffiti premise'$ or even inadequate
information, such as “red-haired people are dadeitfi assume that these and other errors in
thinking that will be considered in this work magnefit the person who commits them, although
often this potential profit can be seen only inlightly wider perspective than the context of a
particular motivational problem.

4. General Reasonsfor Irrational Thinking

Before | move on to consider some errors in reagpniesulting in irrationally made decisions, five
general reasons for irrational thinking indicated Stuart Sutherland will be discussédThese
general motives inform us about the benefits thatasociated with this kind of thinkings such,
the reasons highlighted below can be seen as argarseggesting that irrational thinking is not an
accidental freak of nature or an incomprehensildeiadion from rational thinking treated as a
model and norm, but rather a kind of sensible meicha that optimises, together with rational
thinking, the human decision-making process andehelting actiort®

According to the first explanation derived from Bumnary psychology, the animal
ancestors of man due to living in a very unfrienglhwironment usually had to act hurriedly — fight
or flee.In this situation, reflection was an ill-advisedastgy, reducing the possibility of survival.
From the point of view of this most important gdalirvival) it was better to quickly make the
wrong choice (here: escape when there was no datinger none (due to too long reflectiomhis
explanation would explicate why people act accaydinset patterri§ in stress or rush, instead of
considering all the circumstances of the c&gBy has this irrational mechanism survivdg&cause
in our society, survival (and at the optimum led®s not require only rational decision makihg.

The second general reason for the irrationalitythariking is related to the structure and
functioning of the human brain, in particular teetherve cell networks. Initially these cells are
connected together at random. In the process aiiteg some of the connections are strengthened
while others are weakened. Mastering a given cdnaepg. “house” or “bird” means that it is
represented by activating many cells scattered aveast area of the brain that form a certain
system. “The cells that are activated fire simwdtarsly (...) so that processing is very fast (...)
moreover, such systems of cells generalise realdlijyresented with a number of different birds,
they will classify as a bird a member of a speaigspreviously shown” [15, p. 307]. Just like every
mechanism, this one also turns out to be unrelistaeetimesBecause the same cells participate in
learning of different things, as a result of aciopgr new material, sometimes the previous
connections change, and (generally) small erranshegopen. The existence of such systems would
explain errors caused by the availability and thi feffect because in both of them man pays too
much attention to the most striking feature —the. one that at the cellular level correspond$i¢o t
activation of these cells between which there heestrongest connections. Despite possible errors
the functioning of this data processing systemeisdficial for us, because it is quick, effectivel an
effortless due to its unconscious character.

The third reason for irrational thinking is dirgciconnected with mental laziness. An
effective way to avoid strenuous and prolonged alesftort are heuristics — “ways of thinking that
will usually produce a passable but not perfeatlteguickly” [15, p. 308

The fourth reason for irrational thinking is tmability to use elementary probability theory,
statistics and derived concepts, which is largdlg tesult of the current education system.
Sutherland believes that this inability is respblesifor the error of not knowing the principle of
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regression to the mean, according to which “if aen¢ is extreme (either way), the next event of
the sl%me kind is likely to be less extreme. lt@feall events in which chance plays a role” [15, p
252].

Sutherland’s last reason for irrational thinkimgldehaviour is self-serving biagpressed,
among others, in the desire to show that one ist ray to raise one’s self-esteem. This bias
combined with other factors would explain the ufingness to reject a hypothesis one has
accepted, as well as aversion to changing one’swreng decision, and even persistent failure to
notice the disadvantage of a purchase.

An interesting supplement to the presented gemegdons of human irrationality is the
concept of “haphazard brain” proposed by Gary Martarting from an evolutionary perspective,
Marcus writes about two main systems of thoughiste@g in man — the ancestral system, also
called the reflex system and the deliberative systEhe ancestral systeas evolutionarily older
than the deliberative one is found in virtually alulticellular organismsit performs its tasks
quickly and automatically, consciously or unconsslyg. It administers many of everyday
behaviours such as the automatic adjustment détéeto an uneven surfacesudden recognition
of an old friend. In its operation this system degseon evolutionarily old brain structures — the
cerebellum and basal ganglia responsible for motortrol and the amygdala responsible for
emotions® Marcus emphasises that we should not assume taairttestral systeis inherently
irrational. In his opinion this system “likely waln’t exist at all if it were completely irrational.
Most of the time, it does what it does well, eviefby definition) its decisions are not the prodatt
careful thought” [9, p. 64].

The other system of thinking assumed by Marcus e- dBliberative one “deliberates,
considers, chews over the facts — and tries (samstsuccessfully, sometimes not) to reason with
them” [9, pp. 63-64]. This system “consciously ddesing the logic of our goals and choices” is
evolutionarily young, and hence if found in othgesies, it is only in few. Perhaps it is
characteristic only for humans. According to Matsuysresumption, this system has its cerebral
location mainly in the forebrain, in the prefrontairtex“* The aim of calling it “deliberative” and
not “rational” is to emphasise the lack of guarantee as to the gudlithe results of its work, i.e.
the real rationality of its considerations. Despife intelligence, this system often settles for
reasoning that is less than idddloreover, although it is more evolutionarily advadgcit has not
taken complete control of the cognitive process;abee it almost always relies on indirect
information, which, coming from the not really otiige ancestral system, may not constitute a
balanced set of data from which the deliberativi@esycould carefully draw rational conclusions.
Worse,in a situation of stress, fatigue or distractiondd@herefore when a reliable analysis is most
needed), the individual deliberative system ususjtches off, giving way to the primitive reflex
system.

Gary Marcus maintains that, from the point of viefathe rationality of human thinking and
functioning, a serious problem is the way in whitle systems he identifies interact with each
other.In theory, the deliberative system worthy of theene should be

above the fray and unbiased by the consideratibrtkeoemotional. (...) [As such —
MMJ] it would systematically search its memory fetevant data, pro and con, so that
it could make systematic decisions. [It would bsoat MMJ] attuned as much to
disconfirmation as confirmation and utterly immuioepatently irrelevant information
(...) Such a system [would be also able to — MMJ] (stifle violations of its master
plan. (<<I'm on a diet. No chocolate cake. Periodfs; p. 103].

Unfortunately, the above description of the delibee system is a catalogue of wishful thinking,
for which three circumstances are responsible:réhative “youth” of the system, its “building
materials” which are inadequate old parts (e.g.teocdnal memory) and the lack of true
independence from the ancestral system, which pailily takes into account the general goals of
the organisnf? In the light of the outlined concept, the irratitityaof human thinking is the result
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of far from perfect cooperation between the brainctures (the ancestral and deliberative systems)
that manage the cognitive functioning of man.

5. Benefits Resulting of Irrational Thinkingin Everyday Life

Recent studies in the field of behavioural econsnpiovide a body of evidence for the irrational
nature of human decisions, and thus indirectly ithetionality of thinking®® This new field of
research, based on psychology and economy, refhetsassumption about the fundamental
rationality of human decisions, attributed to nessical economics.According to this criticised
assumption, people make decisions on the basibeoinformation available to them, they can
calculate the value of various options that theyose from (e.g. using the probability theory), they
are able to understand the consequences of anytibtehoice. Thus characterised actors are
presumed to be making logical and sensible degs@md even if they happen to make a wrong
decision from time to time, they quickly learn fraheir mistakes either on their own or with the
help of market force$.

The presented assumptions of neoclassical econararesspond to the old understanding
of human nature, as a structure essentially (on exlusively — Plato, Descartes) rational and
therefore predestined for “functioning as a logicahchine.®® Researchers from the field of
behavioural economics note that the assumption taboal rationality of human choices is
contradicted by the observed anomalies occurringnwimarket participants make decisions.
Neoclassical economics could only “expldihthem if they were rare and/or accidentahe
problem is that, as research shows, irrational iehes are neither accidental nor sensel®ssthe
contrary, they are systematic and easy to predlict.claimed here that “people are susceptible to
the influence of the immediate environnf&rthe so-called context effect — MMJ], emotionsprsh
sightednes$’ and other forms of irrationality” [1, p. 287sulting in systematic errors in the
decision-making proces&mphasising the regularity and predictability ofyoiive errors ifota
bene the basic concept of behavioural economics) creafgsce for the development of
countermeasures, a kind of “glasses”, correctiegpilture “distorted” by someone’s vision defect.
Behavioural economists believe that the procedlidisveloped thanks to analysing the results of
their research will help prevent people from makingtional decisions that result in such
behaviours.To this end, they design experimental research eierohine how to achieve the
correction of the cognitive error as systematidhes error itself. For the purposes of this article,
only the experimental examples of human irratidpadre relevant, so | will limit myself to them
here.Out of many constantly committed errors in thinkingsulting in an irrational decision, those
that can be seen as beneficial have been chosesrdat to the subject of this text).

Several studies designed by behavioural econoraisted to establish real relationships
between wages, motivation and results at wdtiese studies tested the common sense, proper to
neoclassical economics, thesis that higher motimatinere corresponding to a higher bonus) causes
increased effort, resulting in achieving the esshigld goal (here better results at workhe
research results showed that the above reasonisgwang.It turned out that small and medium
bonuses result in improvement of the performandalewery high ones, on the contrary, mean
“overmotivation,” i.e. a state of increased motiatpressure causing distraction, and as a result,
sudden deterioration of the achieved resttsther research showed that the negative impaat of
very high performance bonus is related to the tyjpeewarded activitylt turned out that the more
cognitive skills a given job required, the moreelikthe fiasco of the expected results was. On the
other hand, when the rewarded activity was purefcimanicala very high bonus resulted in
increased efficiency? Commenting the above research, Dan Ariely stresisas the negative
impact of a high bonus is related to the increasedss experienced by the employee. This
observation suggests that “our tendency to behaaéionally and in ways that are undesirable
might increase when the decisions are more imptrianp. 63]> In other words: a fully rational
action is more likely when decisions are made alatstract or less important matters. In such
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matters, the mind has the best conditions for cdetached and objective concentration on the
circumstances of the ca¥k.

In the inference scheme which would correspondhéoptreliminary assumptions adopted in
the above studies (i.e. the tested hypothesisigralionus for improving performance at work as a
premise for action leading to this improvement wio@sult in the actual enhancement of the results
in questionFor this to happen, it would have to really motevpeople to put in more effort and this
multiplied effort would have to be effective. Theotiwational role of a high bonus seems to be
unquestionable. The situation is different with #@féciency of the effortTo say the obvious: the
potential capability for increased and adequatereffe.g. guaranteed by the education and/or
experience) is a necessary condition, but not@afft to achieve the established g&ituational
factors are always important, but some of themdéfeeult to predict and therefore they cannot be
taken into account earlier in a rationally carraad analysis aimed at estimating the probability of
achieving a given goal. The conducted researchircoed the significant influence of situational
factors, ignored by the neoclassical economicsg(hiecreased stress corresponding to a high stake
and the type of the tasklhus, while neoclassical economists actually thoubhat for more
productive work, apart from individual dispositia high bonus would suffice, their reasoning was
irrational as a result of not taking into accoulhtlze relevant premise®©n the other hand, if, as it
has been suggested, it is impossible to take iotount in reasoning all premises relevant to a
given issue, a rational strategy may be to staphat is undisputed (here: the motivational natdre o
a high bonus). Sometimes the belief that “wheragefBea will there’s a way”, usually overly
optimistic, is confirmed in practice, proving tteaperson really determined in his actions is inesom
way independent of what in “normal circumstancesiuld surely limit him. It may happen,
therefore, that for someone who really needs mbnayhigh bonus, triggering extraordinary
determination, will become a sufficient conditiar &ffective action.

We can use the presented studeesving the difficulty of the rational estimatiorf the
probability of achieving the desired result (haesignificant improvement in the performance of a
given task), citing Rafat Krzysztof Ohme, to empbkadenefits we all derive from irrationalityle
notes that

thanks to the fact that we are irrational, it igossible to totally predict our behaviour
(...) and thus we cannot be controlled. (...) Sdbgrdue to irrationality in our naivety
we do not know that something is impossifaowledge about lurking difficulties
does not encourage us to changestadus quoHowever, discoveries, inventions and
innovations are born thanks to the questioningheféxisting state of affairs. It drives
the development of mankind. Irrationality is adeply desirable because it offers
security and develops civilization. Although it weragainst reason, it is undoubtedly
the work of our mind [13p. 13].

What has been written so far indicates that ratimaking does not have to be the best or the only
tool for making important decisionsThis conclusion has strong empirical confirmation i
experiments devoted to supportive behaviour.

It has been known for a long tiffethat lending support to another person or a grafup
people is greatly affected by the potential “dosbremotions, especially his ability to feel
compassion for those in need and/or his dispositiofeel empathy. Experimental studies in the
field of social psychology have established thaethbr help will be provided or not is greatly
connected with the whole situational context in ahhisupportive behaviour is desirable. This
context consists of, among others, the featuresthefpotential donor (e.g. his current mood,
whether he is in a hurry or not, etc.), the siwmtitself (the place of the incident — a city or a
village, the number of witnesses, etc.) and thgiewat (his affinity or friendship or only similayi
to the potential “donor® his appearance, which may suggest the need fordrelack of it?).
Simply put, it can be said that all these circumsts of the case result in creating or not a
compassionate attitude towards the victim and, equently, in giving or not giving help. Other
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studies® in turn, confirmed the influence of what socioktgi call “identifiable victim effect” on
the occurrence of assistance activities, in thenfof payment of a donation to the needy. These
studies showed that people are more than twicegerdo help (here: generous) when they know
the face (even from a photo) and the data of aifspgeerson in need, (the identifiable victim
effect), rather than when the information aboutrtbedy is not individualised. It means that only an
identifiable, and not a statistical, victim of atuval disaster, war or poverty arouses sympathy and
or empathy, while a statistical victim (in the senganonymous) does not. Why does it happen? In
this context, the so-called “drop-in-the-bucketeeff is more important than the other two factors
distinguished by psychologists (i.e. closeness\avidness). It is connected with someone’s faith
in his ability to single-handedly and completelyphthe victims of a tragedy. It occurs when our
own possibilities of providing help are assessenradeemably and wholly insufficient to change a
dramatic situation for the better (for exampleptevent starvation of millions of people suffering
from drought in a remote African countfy in this situation, the futility and senselessnebs o
potential help efforts leads to emotional detachnfesm the needy, resulting in failure to give
them any hel?

Rationally speaking, if saving one person is gdbdn saving a few is more sBimilarly,
the misery of a nation seems to be more evil thanttagedy of one personherefore, the above-
mentioned studies, contradicting these common-senselusions, seem to prove the irrational
character of reasoning of the examined persOngthe other hand, the indicated reasons explaining
the results of these studies, elucidating the nmashma of the creation of compassion and
consequent help, paradoxically show that ratiohialking, like a Hobbesian calculation (weighing
reasons) plays a significant role in the occurrenickelp. The preference for an action aiming to
aid someone specific instead of helping many attsparsons or such an objective is rational,
because it is easier to rectify the situation a# person rather than of many anonymous people. In
addition, in the case of helping an individualisiteasier to control how the help will be used.
short: helping a specific victim is more rationagcause it is at least potentially more effectind a
effectiveness proves instrumental rationality.

The third of the above indicated reasons for tluk laf help for statistical victims — the
“drop-in-the-bucket effect” — whiclmota benehas a rational nature (a futile effort is irratifna
leads us to an experiment designed to check whetteater rationality in thinking promotes aid.
Before the test one group of respondents was askedlve a simple mathematical equation. The
goal was to prime (i.e. to put people in a particulemporary state of mind) the participants s th
they would be in a special disposition to thinkitadly during the experiment. The respondents
from the other group were asked a question aimeya@king emotions in them — “When you hear
the name George W. Bush, what do you feel? Plessene word to describe your predominant
feeling.” After that the respondents were given ihi®rmation either about Rokia or about the
general problem of food shortage in Africa. In tlext step, the experiment participants were asked
about the sum of money they would allocate foneigicauseThe results showed that people who
were primed to experience emotions, and therefayset whose reasoning was irrational (because it
was under the influence of additional emotionalngses, irrelevant from the point of view of a
rational procedure of drawing conclusions), alledatuch more money to Rokia than to the fight
with the general the problem of hung@heir results were, therefore, similar to the reswlf
previous studies, the participants of which wereproned in any wayThis means that without the
priming, the respondents were guided by compassiben individualised information was
involved.On the other hand, people who were primed to thagically (in the sense dispassionate)
turned out to be misers — they allocated equallglsamounts to both causes. It suggest that:

“A cold calculation does not increase our concemlérge problems; instead, it suppresses our
compassion. So, while more rational thinking soulildsgood advice for improving our decisions,
[purely rational — MMJ] thinking can make us ledisuastic and caring” [2, p. 296].

From the point of view of the goals of this workher experimentally confirmed irrational
phenomena are also interestiBg.this | mean the overestimation of what is thedoict of our own
labour, unwarranted by its objective value (thecalled Ikea effect}? and the equally irrational
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favouring of own ideas (“not-invented-here”). Bgthenomena have their negative and positive
sides.The most obvious benefit associated with theseitegrerrors is the motivation to acthe
tendency to perceive the effects of one’s own warlcreativity as better and more useful than
similar works of other people seems to be an exhgriffective incentive to undertake a new task,
as well as one that requires a long and/or strematfart (scientific work).

One of the most interesting, in my opinion, reskararried out by behavioural economists
concerned the issue of honesty. In the set of rigmnsisting in theft, two subgroups can be
distinguished: 1. “evident” thefts committed by ¢fessional” criminals; 2. thefts and frauds
committed by people who consider themselves todmes$t.Every year in the United States, the
value of theft and fraud perpetrated by peoplehelatter of the “categories” exceeds the material
losses caused by “professional” criminalsThis circumstance provoked researchers to
experimentally determine whether and to what expeple, who deem themselves “honest,” will
succumb the temptation of fraud when exposed to it.

The respondents were the students of the HarvasinBss School. The first group was
asked to take a test consisting of 50 multiple-chogeneral-knowledge questions. The questions
should be answered within 15 minutes and thenriberers should be transferred to a scoring sheet.
At the end both sheets should be submitted to xaenmer. It was possible to obtain 10 cents for
each correct answer. The second group of studeoksthe same test and just like the first one had
to mark the answers on the scoring sheet, butisnddise this sheet already contained the correct
answers, hence the participant were tempted toréctir their mistakes. After transferring their
answers, they were to calculate those that wemedomrite that number at the top of their scoring
sheet and hand both sheets to the examiner whotlpaicespondents the due amount. The third
group was asked to do the same as the second gheupnly difference was that they were told to
destroy their worksheet and submit only the scosinget to the examiner. The best conditions for
cheating were created for people from the fourthugr After completing the task, they were
supposed to destroy both cards and instead ofnmifigr the examiner about the obtained result,
they were to collect the prize from a jar with coon the table.

As it could be expected, the most honest were tildests from the first control group as
they did not know the correct answers, unlike ttheeothree groups, and therefore could not benefit
from this knowledgeThe average of correct answers was 32.6 out ofuedtepns. The results of
the respondents from the subsequent groups weherio the second group the average number
of correct answers was 36.2; in the third - 35:9thie fourth group - 36.M/hat is important, the
researchers found that it was not just a few imigl students that significantly overstated the
number of their correct answers — the majority aftipipants cheatedsimilar results were also
obtained in studies conducted at MIT, PrincetonLA@Gnd Yale.The similarity of the obtained
results allowed the researchers to come to theviiillg conclusion: when given the opportunity,
people [often — MMJ] cheat. The banality of thisnclusion contrasts with another regularity
observed in the above-mentioned experiments —aitledf relationship between the scale of fraud
and the amount of risk of being caught red harfdedtcording to the authors of the experiment,
the lack of such a connection proves that: “eveemre have no chance of getting caught, we still
don’t become wildly dishonest” [1, p. 24%].

There is still a question about the reason for lthigation. Perhaps offtof the researchers,
Don Ariely, administering these test is right.his opinion, people generally care about honasty
want to be honest. However,

their internal honesty monitor is active only whemey contemplate big transgressions,
like grabbing an entire box of pens from the coeee hall. For the little
transgressions, they don’t even consider how tretm®mns would reflect on their
honesty and so their superego stays asleep [#6). 2
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What is more, these minor offences are not predeloyethe rational cost-benefit analysis, accented
by neoclassical economics, or the probability ahgecaught. It is suggested here that even if such
considerations take place, they do not affectnbegrity of the one who contemplates.

According to Dan Ariely’s suggestion, cheating edt$ in order to obtain a small financial
gain is not (just like cheating an insurer or tdfice) treated as denying someone’s general
integrity. This conclusion is supported by the results of #b@ve experiment, showing that
generally everyone who had such an opportunitytelde@ven though the respondents representing
the elite of society (students of one of the bestersities in the United States) probably believed
in socially supported moral values, forbidding, amethers, committing crime$he results of this
experiment testify to the irrationality of theirinking for two reasonsi. Reasoning that uses a
double standard: one for “criminal” theft and tht@ey for “minor” fraud (dishonesty shown in the
above experiment) is irrational; 2. Assuming thheating at a test is a rational phenomenon,
because it is a sensible grasp of an opportunidyrem taking it would be a “sin of omissiorthe
lack of correlation between the benefits from the fraud @edrisk of being caught, established in
these studies, proves the irrationality of the oesients’ actions, and indirectly the irrationalafy
their reasoning.

Does the tendency to small scams found in the esudave any advantageBffe indicated
predominance of material losses resulting fromttb@mmitted by “honest” people over the amount
of bandit spoils seems to deny this possibiliy the other hand, perhaps, above-average honesty,
as an actual, not desirable, characteristic ofgtveeral public might not be as socially usefultas i
seemsEvery day, each of us makes many decisidin®ir number and limited resources at our
disposal (time, attention, information availablesult in the necessity of sorting them into
important, less important and irrelevatit.is probable that assigning the same weight to al
decisions will result in the failure of the entisystem. Perhaps just as it is impossible to
simultaneously receive all external stimuli thatmeto us from the outside, so it is equally
unrealistic to analyse all decisions we make oayatd-day basis in terms of their compliance with
our moral values and standards.

6. Conclusion

Perhaps, as | have suggested, a functioning, velgtmoral society (in the sense of: “roughly” and
officially adhering to the most important latjsis better than an inefficient community of moyall
scrupulous peopleHowever, can we always and/or in every area of &ford this kind of
nonchalance as a society?

It is clear that not all decisions made every dayequally importantSimilarly, not every
one of them has a moral aspddevertheless, in our times many, once morally uprivate
matters have gained moral significan@ée can mention here the question of nutrition, comer
choices, holiday arrangements, lifestyle, the saeshabf living, etc.As moral problems, they all
demand resolution in the form of a specific induad decision. What is more, individual solutions
to these issues, having a direct impact on theraladmvironment, have ceased to be private matters
of specific people. It is connected with the threhecological disaster on the scale of our entire
planetpointed by many nature researchers (including pbpbers®). In this situation, someone’s
rational thinking oriented towards achieving indwal happiness, within the constraints of the
current law and available possibilities, considemeda wider context of what is good of future
generations, or even the current generation, btharperspective of the next 30 years, maybe turn
out to be irrational, because it leads to a sigaift deterioration of the living conditions of all
inhabitants of the Earth. This possibility is emgisad by Andrzej Szahaj who notes that “the sum
of micro-rationality may add up to macro-irratioitygl which changes this micro-rationality into
micro-irrationality” [19, p. 94].

Let us return to the indicated oversupply of praidedemanding rational consideration,
enforcing in some way their selection in terms mportance.Does this surplus inevitably and
irrevocably imply that we must choose between theen,give up the rational consideration of
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many of them? It is difficult to disagree with SartJonas or environmental ethicists, who in unison
opt for a very broad range of individual moral msgbility, and therefore for moral
scrupulousness (i.e. hyper-rationality), as a doolifor the survival of our planet and species.
However, as a result of the overabundance of ispaeived as requiring rational consideration,
our existential situation seems to resemble Dwdskiilemma associated with the design of a just
social system, i.e. at the same time sensitivertbition and indifferent to natural endowmé&ntf

this comparison is legitimate, what can we d®&haps a compromise solution would be the
inurement from an early age to practising modesiyility understood as an attitude always taking
into account the possibility of one’s err8in this sense, a humble person would always binwil

to consider a given question in detail, should nleed arise, and in its absence would rely on
standard, previously worked out solutioh&\Vhat would attest to such a ned@®n doubts about
how to proceed, and in their absence — reservatiomsiticism from third parties, not necessarily
close or significant. We are left with the problefncoexistence, openness to criticism and trust in
one’s own judgment and possibilittédt is difficult to be self-assured with a constaat, even
abstract, conviction that you can always be wr@ngthe other hand, perhaps it is exactly the point
that the belief in the possibility of error shouldmain abstractAs such, it would not cause
decision-making stalemate, nor moral pedantry stingj in an equally meticulous analysis of all
circumstances of the case before any decision denia
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Notes

1. | define reasoning here as “the process of fornmdatonclusions on the basis of premises, i.e.gupireviously
acquired or commonly available knowledge” [11, PO}

2. “To acknowledge the rationality of some view, actnsan means to define it in a positive way. To démgm
rationality means to show disregard, to excludenfthe range of acceptable controversy” [18, p. 79].

3. Cf., among others, [1], [15], [9], [17], [6], [5].

4. This is not the only way we can use the evolutigmmradigm. Following Gary Marcus, we may as wediug that
the universality of irrational thinking, and evdretfact that it outhumbers the acts of rationaikimg, results from the
fact that rational thinking is one of our youngeapabilities, shaped in the process of the evaiutioour species. The
“young age” of rational thinking capability, exptad by the “provisional”, i.e. “unfinished” charactof brain
structures responsible for rational thinking, acdsufor the frequency and regularity of errors made by people i
thinking, resulting in the irrationality of thinkgn[9].

5. Although “scientific thinking mainly releases rata factors and makes them dominant, it does regndiumber
itself — and cannot disengage — from other facterg, feelings, intuition, faith, etc. And the ladaction of man
releases mainly emotional and sentimental elembotsven they are completely devoid of rationahwnts” [17, pp.
90-91].

6. In the sense of the co-occurrence of rationgl @iticism) and irrational elements (e.g. extient or bias) in one act
of thinking.

7. J.Zycinski distinguished pragmatic rationality as a typeationality [4]. Although this type of rationajitcould be
reduced to practical rationality, such a “procedum®uld be unfortunate, because as a result the tgractical
rationality” would gain a (“permanently”) instrumg@hsense.

8. In the strict sense, these are the criterida@frationality of action indicated by R. Kleszcz . 44-85] cited in [4
pp. 38-39]. Since thinking is a kind of activitycais often a direct incentive to act, the critefistinguished by Kleszcz
can be also applied to it (thinking). Other critedf the rationality of practical reasoning areigated by [12] A.
Niemczuk in his unpublished texitle distinguishes 5 criteria of practical rationalitl. Affirmation of being, 2.
Criticism and self-knowledge, 3. Non-contradictigh, Realism and effectiveness, 5. Respect for ikeatthy of
values.These criteria correspond to the meta-principlesatibnality highlighted by R. Kleszcz, describedthe next
footnote.

9. Pundits are usually aware of the shortcomingvasfous rationality criteria, therefore, in accande with the
postulate advanced by Jan Szmyd [17, p. 93] theyotmodify the existing criteria of rationality such a way that
they conform to modern knowledge about the compleaf the human cognitive apparatus and the spsciif
cognitive activity of people. Such an attempt waglmby R. Kleszcwho criticizes “standard conditions of rationality”
(such as 3 conditions of rationality indicated by $zaniawski: 1. Proper (strict) articulation, 2esRect for logic
requirements, 3. Proper justification). He replatesm with a two-storey model of rationality, i&vo levels of
principles (criteria) of rationality. Level | — tHevel of meta-principles — would contageneral and universal principles
adequate for all areas of cognition and activigt tvould not be “rigid” rulesThis means that their every use would
entail the necessity to specify them, taking intocant given circumstances. Kleszcz distinguishededa-principles:
1. Language precision, 2. Observance of logic requents (minimum rationality), 3. Criticism, 4. Abji to solve
problems All the rules are important and necessary, butatlthor assigns particular importance to the requérg of
observing the rules of logi©n the other hand, the criteria of rationality efél I, as adequate for certain specific
spheres (types) of cognition would correspond o rtfodels of rationality proper for these differeioimains [7, pp.
122-131].

10. Cited in[6, p. 17].

11. What can be expressed in constant and tenderdisregard for information contrary to the demisinade earlier or
to one’s own view on some matter or even to one/s worldview (dogmatism).

12. Concretisation/examples of this error are: Thée' halo effect” as a result of which one very pesitrait of the
object affects its overall assessment; 2. “The Ideffect” — object assessment based on one negéatare; 3.
stereotypical perception of the object — it carpbsitive (“All Richards are nice chaps”) or negati{’All blacks are
lazy”) [15, pp. 34-36].

13. Stuart Sutherland calls the tendency of commgaunjustified conclusions on the basis of clearigdequate
information the most common manifestation of iwatlity [15, p. 10].

14. Cf. [15, pp. 305-309].

15. Nota beneemotions, similarly to irrational thinking, are cplementary to rational thinking-his is not surprising,
because emotions are traditionally included insihligere of irrationalityResearchers like Damasio (cf. id&ascartes’
Error) emphasise that emotions, as the basis of a reaittienstimulus that is faster than reflection (#sato not
engaging neocortex), improve the decision-makirae@ss.For this reason, many contemporary emotion resegsch
(among others Damasio, philosophers: R. Solomon MndC. Nussbaum or evolutionary psychologistepard
emotions as a kind of “mechanisms” complementargltaver reflective thinking. On a more general le@ary
Marcus writes abouhe insufficiency of rational thinking as the basisaof effective decision-making proceSsarting
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from an evolutionary point of view, he maintainattievolution has provided people with two completagnsystems —
the ancestral, unconscious reflex system and tbhkienarily posterior (and thus badly underdeveldpdeliberative
system.These systems have different skills and a diffesmofpe of activityThe domain of thencestral system are
routine tasks, and of the deliberative one — néwasbns that require going beyond the usual patétowever, their
competences are not completely disjunctiMee reflex system not only works better when theneot enough time for
a thorough analysis of the circumstances of the.¢aslso works well (if we give it enough time!) winé is necessary
to take into account many variabl&milarly, because the ancestral mind is focuse@stimating statistical data (it
originally served to estimate the likelihood ofding food and predators in a specific area), it @y better tool than
the deliberative system in a situation where sghanproblem requires compiling a spreadsheeshort: the ancestral
reflex system can sometimes have an advantagetlogedeliberative system in synthesising extensiaa dide: a
“blink” described by Malcolm Gladwell or “intuitidnunderstood as, following Ap Dijksterhuis — a Dufgsychologist
— a premonition that is the result of insightfuhconscious thought processes, brought to perfediioryears of
experience)What is more, “it is not completely irrational, barly less deliberative” [9, pp. 104-105].

16. It should be emphasised that “acting accortlinget patterns” is neither a thoughtless act,is@r“automatic” or
“reflexive” in the strict sense of these wor@&ame insight in the “circumstances of the caseilisgys necessary, as in
stereotypical thinking which although brief (a statype as a kind of cognitive pattern allows ustprove, i.e. shorten
the time of reasoning) is still thinking though rast precise and reliable as reflective rationaikinig. On the other
hand, the same mechanism — acting according tpateirns — seems to occur in the case of emotjpmaling. A
single situation resulting in a particular emotiona given person may generalise to a situatioa efmilar or even
different type in the future, resulting in an autdio interpretation of the new situation in a poasly “primed” way cf.
[2, pp. 312-316].

17. Sutherland claims that negative effects oftimreal thinking in the private sphere are ratheanbecause most
matters in this sphere are trivial. Only four amalyt important in this domain: “which neighbourhotal live in and
which house to buy; which career to follow and whaptions to choose within that career; whom, jae, to live
with and when to stop doing so; whether to havédogm (an outcome that is in any case often invalty). In all these
choices, there are usually many unknowns, whichnsi¢hat rational thinking may only marginally inase one’s
chance of a successful outcome” [15, p. 315].

18. “If you select a job applicant because yougeatly impressed by his fluency at interview (tiado effect), he is
unlikely to be totally unsatisfactory even thoughright not be the best of those applying” [153@8] Nota bendhe
use of heuristics resulting from mental lazinesstéad of “full-blown” rational thinking can some#® be
pragmatically rational, as M. Bombik indicates v that “actions in which «strong» measures tdexeha goal are
used without objective need cannot be considergahed (...) [Similarly — MMJ]when with relatively little effort there
is a non-zero probability of achieving a high vafjgal, the pursuit of this goal cannot be considénational, even if
the probability coefficient is very low” [4, p. 13]

19. Ignorance of this principle was demonstrateddogeli Air Force officers complaining about théiainees who
when praised after a particularly good flight flgmorly next time.Since a reprimand given to those who flew
extremely badly resulted in a better next flighey concluded that reprimanding was the best metiidchining the
champions cf. [15, pp. 251-252].

20. At the same time Marcus warns us against eggidhiis system with emotions. He argues that atthomany
emotions (e.g. fear) seem to be reflexive, notatl be characterised in this way. Moreover, a gieat of this system
has little to do with emotions [9, p. 64].

21. Because this part of the brain is also foundtier mammals, but in their case it is much lesstbped, this may
be the premise of the thesis about the evolutioklagge of this solution.

22. The influence of the ancestral system on thibetative one is visible, e.g. in individual béfie“We feel as if our
beliefs are based on cold, hard facts, but oftey Hre shaped by our ancestral system in subtles e we are not
even aware of” [9, p. 65].

23. Behavioural economics is a relatively new fieldknowledge that is interested in how people @tiuact as
economic agents. Among others, psychologists Amessky and Daniel Kahneman are considered its psecs; who
in their work Prospect Theory: An Analysis of Decision undekRsed cognitive psychological techniques to explain
many documented discrepancies in making econontisides in relation to the neoclassical thedtigures important
for the development of behavioural economics wése tawo Nobel Prize winners in economics: 1. Gagclger — an
economist and sociologist, Nobel Prize winner 092%nd 2. Herbert Alexander Simon — an economahpater
scientist, sociologist and psychologist, who reedithis award in 1978. The former was the authoCuie and
Punishment: An Economic Approa¢h967), a work that drew attention to psychological factoss important for
making economic decisions. The latter was the auththe theory of limited rationality, which exjoted how people
irrationally tend to be contented, instead of tgyio maximise usability.

24. In specialist literature, e.g. in the booksDzn Ariely (one of the leading behavioural econds)jsthe term
“classical economics” is used instead of the teneotlassical economics” (cf. idePotega irracjonalngici as well as
Zalety irracjonalngci). On the other hand, authors such as Adrian Solekidein [14]) identify what Ariely calls
classical economics with neoclassical econonitcs. argued here that at the beginning of its dtgwaent, classical
economics contained numerous references to psypnodthics and morality. For example, the authoftodWealth of
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Nations,Adam Smithwas also the author of the bodke Theory of Moral Sentimerits which he showed that the
criterion of moral principles is not the consideatof one’s own benefit (Hobbes) or the compaitipibf these
principles with reason (Kant), but a feeling of pathy. Similarly, Jeremy Bentham’s utilitarianism, whicé the
ideological basis of classical economics, had meafgrences to psychologyn contrast to this early period of
development of economics as a science, “flirtingthvthe psychology and ethics, neoclassical ecoocsras moved
away from these sciencess a result, neoclassical economists emphasisethtimmal nature of economic behaviour.
In the light of this new approach, consumers asi@gic people lfomo oeconomicligre actors whose decisions and
actions result from their will to make rational ates.

25. “On the basis of these assumptions, econordist& far-reaching conclusions about everything freimopping
trends to law to public policy” [1, p. 285].

26. The author of this term is J. Szczepa [16, p. 127]. He emphasised that in every huip@ing, apart from the
sphere of rationality, there is a domain of irraéitity, hence there is no man who functions agyac# machine.

27. In the strict sense, the “explanation” is iis tbase an exaggerated term, because the explicatihe existence of
something (here: a cognitive error) as an excepitidhe applicable rule seems to be rather an evasi

28. An example of such an impact are, for examma@sumer behaviours, which instead of serving tisfggpersonal
needs or tastes of individuals (one of the assumgtof the classical economics) sometimes serr gilrposes, for
example a public imagelhese include the experimentally determined tengesfcAmericans to emphasise their
individuality by ordering beer of a different brafdm the ones chosen by accompanying people {§ drdered in
public, i.e. orally, and not when the order is sitted in writing). The important thing here is that beer chosen by the
person willing to emphasise their distinctnessfisronot what they would really like to orddihis means that by their
choice they sacrifice their own pleasufé¢so in Hong Kong, the surveyed people were cleariger the influence of
their surroundings in their choices. However, beeaAsians belong to a collectivist culture and ¢fee tend to
emphasise (also through their consumer choiceginbilg to their group, the people surveyed in the drdered
(aloud) what their companions had previously ordefowever, when alcohol was ordered in writing (nfiuence of
the environment on the decision), the orders ofrtispondents differed from the choices of their ganions and thus
reflected their true preferences [1, pp. 279-284].

29. A manifestation of short-sightedness is, eaj.saving enough for future retirement. Neoclasscanomics does
not attach any importance to this phenomenon, tsecaccording to its rational vision of human natpepple (rational
market participants) save as much as they wants Thhe sums they save are really very small,eaans that saving of
this type is a rationally (though not necessariytifnately) chosen optiorlowever, in the light of behavioural
economics, as it does not assume the rationalitjuofian actions, the statement that people do na saough is
logical. Several reasons for this are indicate@cmastination, having a hard time understandingréa cost of not
saving as well as the benefits of saving, a faldeebthat if someone owns a house, he is indegd &gtc. [1, pp. 287-
288].

30. One of the remediation strategies proposed doy Axiely is based on the earlier discovery of abpsychologists
who found that honesty of people is enhanced bivataig their self-awareness, and strictly its pashtaining
information about moral norms a given person idexgtiwith. In their experiments, the activator was, for exanpl
mirror. In Ariely’s experiments it was establishéthat the same role can be played by the principfethe Ten
Commandments written down by the subjects dirdo#ifore solving a task, during which they were exgoto the
temptation of cheating. Since recalling the Ten @mndments raised the honesty of the participahtsy (tid not
cheat during the test) regardless of whether taeembered all of the rules or just some of thengelAconcluded that
just thinking about a certain moral pattern encgedahonestyThis supposition was confirmed in further experitsen
in which, before taking a test that was to cheakirtihonesty, the subjects had to sign the followstatement: “|
understand that this study falls under the MIT hargystem.” People who signed this pledge obtaihedsame results
as those in the control group who did not have anch to cheatln the above statement, Ariely sees a kind of
professional oath that obliges people of speciiiofgssions (doctors, lawyers, employees of scietieeact in
accordance with the ethos of a given professibis stressed here that occasional swearing odah or signing a
statement on compliance with the rules is insudfiti These acts must be repeated and they alwags pnecede
making a decision in the situation of temptatiogdiese “When social and market norms collide, treasmorms go
away and the market norms stay” [1, p. 257], ¢fpfl. 250-256].

31. Dan Ariely also shares this conviction, andahety irracjonalngci he stresses that irrationality has its advantages.
“It allow us to adapt to new environments, trustestpeople, enjoy expending effort, and love odsk[2, p. 19].

32. The stress caused by a high bonus looks lie¢ wWhich accompanies the presence of other peoplmgd
performing a given task. In the latter situationwas observed that if the required activity obedrby onlookers is
well-learned and quite easy (such as riding a bedyben the presence of spectators is conducibetter fulfilment of
this task. However, when the activity is difficuts performance in the presence of withessestesul worse level of
its performance. This experimentally proven relai® called social facilitation.

33. Cf. also chapter 1 [2, pp. 25-65].

34. It is quite often the case that we providertiwest rational advice to others, that is when wesittar matters that do
not pertain to us. This seems significant, giveat geople generally reluctantly act on it.

35. Just like for the hero of the filBlumdog Millionaire
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36. Largely due to experiments carried out by dqusgchologists.

37. In the strict sense, these features charagtimis“donor” to the same degree.

38. It means not only that often help is not gitemunconscious people because their appearancevithiten and red
face as a result of high blood pressure) suggegenpal helpers that they are dealing with anxitated person, not
someone who needs medical interventibiseems that people often think that a persoredrof help (e.g. a mother
raising money for the treatment of her child irbeefgn clinic) should look according to her sitoatii.e. the situation
of someone who comes asking for money. An unprietesitand preferably poor look is appropriate Fas situation.

39. | am talking about an experiment conducted bpdah Small, George Loewenstein and Paul SloRekearchers
gave each experiment participant $ 5 for complesiengeral questionnaire&fter receiving the money, the respondents
received a piece of information about hunger inloeld. Then they were asked how much of their just eafived
dollars they would be willing to donate for the eahey were reading abouthe respondents were divided into 2
groups.In the first one, which was called statistical, tinlformation concerned the need for immediate foian
assistance for several millions of people threatebg hunger in four African countries. On the othemnd, the
respondents from the second group (called theifddsie victim group) were presented with infornmatiabout Rokia —
a very poor seven-year-old girl from Mali who facgdrvation. Moreover, the respondents were shopinoso of this
child and an additional piece of information: “tharto your donation and support of others, herdda change for the
better”. This difference in the content of the imf@tion translated into the results obtained irhlgups.in the first
group, the average donation to famine victims ino&f was 23% of the five-dollar earnings, whilettie second group
— more than double that amount, i.e. 48% [2, pp-287].

40. Help for a seriously aggrieved person, a pefsmmed in many ways, is similarly treated as nekimg sense.
Paradoxically, the more help someone needs, tlehdris to find those willing to give it, althohdt should be easier,
because a more injured person seems to need hefptham someone less injurgthd although it really is the case,
helping someone who is very disadvantaged oftemseaenseles3his is explained by the fact that in the face iefag
harm each instance of help seems too small, bedhae no power to completely eradicate the illsead by this harm.
Thus, cases of providing aid to those who are aggd to a smaller extent are more frequent. Aatim¢pehalf of such
people is considered sensible because it completadignificantly reduces their harm, and it “malkedifference.”

41. Cf. [2, pp. 289-293]. The drop-in-the-buckekef is also, according to D. Ariely [2, p. 300]eonf the important
reasons why many people do nothing to counter glalaming in any wayThey assume that their extraordinary
efforts to save the Earth from the environmentsaslier — for example by driving a hybrid car, chiaggll light bulbs
to energy-saving ones, switching to veganism,-etgould be too insignificant to solve this problem.

42. Research on this error showed that: 1. Thetgsfa into something changes not only the objettatso the subject
and his evaluation of that object (product); 2. déarlabour leads to assigning greater value toptiegluct; 3. Our
overvaluation of the things we make is so deep tratassume that others share our biased perspedtivEhe
impossibility to complete something that requireeag effort results in the lack of attachment toAll the above
conclusions can be used to indicate the benefita favouring your own products [2, p. 126].

43. Every year the value of American employeesfttaad fraud at the workplace is estimated at $ Bllbard. For
comparison, the total value of robberies, burgfari@rceny-thefts, and automobile thefts commiitethe USA in 2004
amounted to about $ 16 milliard. Every year Amari¢asurance companies deal with individual custemeho
overstate the value of lost property by $ 24 mitligAccording to the estimates of the American taxoeffiit loses
about $ 350 milliard every year — this is the eliince between the value of taxes that the govertnmeects to
collect and the sum it actually receivesturn, the retail industry loses $ 16 milliardeey year, due to customers who
buy clothes and wear them for some time, and they get bored with them and return to the shopclig possible
because they have not removed price tags [1, pp238].

44. Cf. results obtained in groups II-I1V.

45. Alternatively, it can be assumed that the ciomu$ that were created for the subjects from theth group, as too
openly conducive to fraud, could generate in theeexnent participants the conviction of the exiseenf some “catch”
that would enable the disclosure of their deceptibthat was the case, then their non-cheating,thadeasoning that
led to it would be rational.

46. The integrity tests described here are theltre$uvork of three researchers — Nina Mazar (afgssor at the
University of Toronto), On Amir (a professor at theiversity of California in San Diego) and Dan délyi (at that time
a professor at MIT in Massachusetts).

47. It would be a community of students from theted experiments who although cheated “did not ggohd a
certain (relatively low, not to say «decent») lesktishonesty.”

48. For example, by H. Skolimowski, H. Jonas, Wbdigki, Ewa Biczyk [3] and many others.

49. According to Dworkina just social system must attain two conflictingalgo 1. equalising the chances of all
citizens, 2. creating conditions for the developtredtalents Any system that wants to be just must pursue bo#isg
The problem is that they are practically contraatigtLikewise, making a decision often requires somemeiiation
of the values and/or goals involvdd.addition, decisions made by a person must adsim Isome way compatible with
one anotherln this situation, quick, based on the learnt défan to respond appropriately to the situatioegigion
making, if it occurs (and often must occur), isnarfable to errors.
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50. It seems that an advocate of this solution @sexample, G. Marcel, who iBeing and Havingnoted that a
thinker, as oriented at being before having, oaglany time to criticise his own thought, not ttaeh to it, not to treat

it as own property, let alone identify with it.

51. An example of such a standard solution is tbeebpment of virtues — constant dispositions tprapriately
respond to situations of a certain type.

52. It seems that the coexistence (in a given p@érsbopenness to criticism (internal humility) aself-confidence is
particularly problematic in the case of very yoym@pple.The suggested difficulty would explain arroganggiagl for
many young people, or even disregard for the opioicthe older generation about their own persati@rhow to live,
what to cherish, etdisregarding older people can be seen as a deferchanism that prevents young people from
losing their confidence in their own competencarake the right decision©n the other hand, the co-existence of
humility and self-confidence can be similarly diffit for mature people. If maturity brings knowledgbout the
inevitable relativity of things, including the rélae character of one’s own judgments, it can nioly ccounteract
adamant attitudes but also foster doubt in theesehmaking choices.

53. On the other hand, there is a danger that awgdmeral belief about the possibility of error htiturn into a mere
hypothesis. In this case, this belief would lose status of a real possibility, which should alwbhgsaken into account
seriously.
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Abstract:

The paper revisits metaphysical and deontological stances on moral
considerability and offers a new criterion for it — “affectability”, that is a
capacity of an agent to affect a considered entity. Such an approach results in
significant changes in the scope of moral considerability and is relevant for
discussing the human position in the Anthropocene. This concept, given
especially the assumption of the directness of moral considerability, is also
substantial for the decision making process on the ethical, as well as the
political plane.
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1. Introduction

The paper aims to contribute to the discussion on moral considerability by offering a new criterion
for it, which can redefine its scope. The issue of moral considerability is related to the question to
whom our actions should be morally considered. It was not asked for ages since ethics took as
obvious that only relations with people (whose definition has changed over the centuries) need to be
evaluated this way.

The first to oppose this claim was environmental ethics. It holds that our dealings with non-
human natural beings should be morally assessed, or, to put it differently, non-human natural beings
deserve to be considered morally and to be treated correspondingly. This state of ‘deserving’ is
referred to as ‘moral considerability’ [1].

The set of non-human (natural) beings is, however, internally very diverse and thus the
question which specifically should be within the scope of moral considerability and on what
criterion is the core issue in the debate on that matter. Most commonly employed approach in
defining it was a “metaphysical” one — oriented toward indicating a trait of a considered being
which can qualify it to have moral considerability. It is opposed by a “deontological” stance,
according to which we should think of moral considerability in terms of obligations of an agent (the
one who performs the action) [2]. In the paper, | critically compare and revisit both stances. | shall
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argue, building upon this reexamination, that a valid criterion for granting moral considerability for
an entity should be a capacity of an agent to affect it.

My argument will be structured as follows. First, | introduce the idea of moral
considerability. Next, | reconstruct the debate on criteria of moral considerability and groups of
being granted it accordingly. In the third section, | revisit deontological approach to moral
considerability. In the final part, | lay out the concept of affectability as the criterion for moral
considerability.

2. Moral Considerability

The term “moral considerability” was coined by Kenneth Goodpaster in 1978 [1]. It defines the
status of a being which requires human beings to consider implications of their actions toward this
being in normative terms.

This idea is complementary to the concept of ‘moral patienthood’ as distinct from ‘moral
agency.’ The class of moral patients is the class of beings to whom we consider that we owe ethical
obligations, whereas moral agents are defined as that class of moral patients, usually only human
beings, to whom we owe obligations and who, in turn, are held to be morally responsible for their
actions. This distinction assumes that all moral agents are moral patients, but not all moral patients
are moral agents [3]. By the same token, beings which can be granted moral considerability do not
need to morally consider their actions.

The tendency to shift the boundaries of moral considerability toward non-human beings is
closely linked to the efforts to uproot anthropocentrism and related to it the perspective of
subordination of one being to another. It is believed that only such a move will enable us to
eradicate mechanisms of violence and control [4]. Yet, today there is also another approach, which
argues that only when we admit that not only human beings are agents, human hubris will be
restrained. The belief that solely human beings are agents is often thought to result in that there are
no constraints to their activity which becomes destructive hyperactivity. This can be observed in our
current situation to which we refer as to the Anthropocene.

This name was suggested by the Nobel prize-winning atmospheric chemist and climate
scientist Paul Crutzen [5], [6]. He believed that this is the most apt expression to describe current
instable and unpredictable state of the Earth [7]. Even though neither the International Commission
on Stratigraphy nor the International Union of Geological Sciences has yet officially approved the
term as an indication of a particular geological period, the idea of the Anthropocene became a great
source of inspiration for scholars working in various fields, creating new frames for their
investigations.

The concept of Anthropocene consists basically of two assumptions. First, that the human
(anthropos) has gained geological agency and has become the most important geological factor on
the planet, trumping all the natural (non-human) factors. That is to say, the anthropos becomes a
geological layer, just like ice before, in the sense that human agency determines the face of the
Earth. Second, that it severely changed the Earth’s atmosphere and biosphere, resulting in global
warming and the collapse of vital ecosystems [7], [8].

In this sense, the Anthropocene is the epoch of fulfilling anthropocentrism and all its threats.
The remedy for that, according to some scholars, is granting agency — including its moral dimension
— also to non-human beings. The representatives of such an approach are primarily posthumanists.
They put a premium on the activity of non-human beings, arguing that taking away agency from
non-human beings supported a human sense of superiority, which translated into an arrogant way of
dealings with beings other than human [9]. To eliminate this practice, posthumanists emphasize the
ability of things to act, which according to them is the most solid ground for ascribing things a
moral status.

Decreasing human hubris by means of ascribing moral agency to non-humans can have
however one unintended result: decreasing human responsibility. If human beings could say that
this is not only their wrongdoing to Earth but also, for instance, of some machines, it would wash
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away human guilt. And this is undesirable. Thus, | argue we should rather get focus on the problem
of moral considerability to make human beings realize that they have to think, in ethical terms, not
only about their fellow humans, but also about many other beings in the world. The question
remains which non-human beings this should concern.

3. Metaphysical Criteria of Moral Considerability

The debate about criteria of moral considerability is inseparable from the discussion on beings that
should be granted it. In what follows, I briefly reconstruct the main positions in this discussion.

Before the crystalizing the idea of moral considerability, Aldo Leopold, the founder of
environmental ethics, claimed that we should morally respect nature as a whole for how
harmoniously it functions, among other reasons [10]. Following such a claim, “a thing is right when
it tends to preserve the integrity, stability, and beauty of the biotic community. It is wrong when it
tends otherwise” [10, p. 15]. By this token, the feature which qualifies some being to moral
considerability is the ability to affect ecosystems (this approach was thus referred to as “land
ethic”).

With this perspective, however, we can lose sight of the good of individual beings, such as
animals from non-endangered species [11]. Thus, environmental ethicists started to advocate
ascribing moral considerability to particular groups of non-human beings. Peter Singer argued that
such a capacity should be granted only to animals, as they are sentient beings that are able to
suffer/feel pain [11]. So if the spectrum comprises only human and non-human animals, improper
behavior would be inflicting pain, while proper behavior would entail helping it to avoid, reduce or
cure its pain/suffering.

Other theorists found that rationality, the capacity to suffer and to enjoy, or having interests
are all arbitrary stopping points and thus they argue the above limitation is too restricted and we
need to include also animate beings (e.g., plants) into the domain of ethics as living beings —
teleological centers of life [12], [1]. Granting moral considerability to all animate beings results in
that its criterion is whether we hinder or enable the self-development/self-reliance of such being.

Another group of environmental philosophers took a step further and argued for the moral
considerability of inanimate natural beings (rocks, mountains, rivers) insofar as they belong to the
sphere of physis, or natural order [13], [14]. If we take into account inanimate beings as well, the
criterion of moral considerability is whether we interfere or help maintain their existence and
integral identity. Of course, the above criteria apply upwards. For instance, the criterion of avoiding
pain concerns exclusively sentient animals, but the right to be undisturbed is valid for all beings.

Extending the limits of moral considerability shows also how important is the directness of
moral consideration and responsibility is [15], [16]. Only direct attention, being focused on the
particular type of things, guarantees sufficient respect for them, eliminating the threat that their
well-being will be overlooked or ignored for the sake of some other, more human-like being or
nature as a whole.

The last caveat is not accidental: the horizon of moral considerability for environmental
ethics is nature (either as whole or as the set(s) of individual natural entities). What about other
beings? For instance, artifacts? They seem to be excluded by default. A good illustration of this
problem is Thomas Birch’s theory of a “universal consideration.”

Thomas Birch was very sympathetic to the idea of widening the scope of moral
considerability to non-human beings discussed in the sphere of environmental ethics. Birch accused,
however, environmental ethicists of marasmus — getting bogged down in pointing to a specific
feature of beings which should be a final criterion for granting them moral considerability. He
challenged this need, offering a remedy which would be a ‘universal consideration’. Its basic
principle is simply taking everything into moral consideration in a given situation [16, pp. 314,
331]. He defined “to consider X morally” as attending, looking at, thinking about, sympathizing
with X, etc. with the goal of discovering what, if any, direct ethical obligations one has to X [16, p.
315].
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Such an approach seems to be very promising and open new possibilities for ethics concerned with
non-humans, significantly broadening its scope. Unfortunately, it is only seemingly so. Even though
Birch writes about “everything” [16, pp. 313, 314, 318, 321, 327, 330.] or “all others of all sorts”
[16, p. 313] throughout the entire text, at the end he makes clear that “all things” refer solely to the
“whole biosphere” [16, p. 331]. He does so without further explanation. We can only suspect that
this is due to perceiving artifacts as inferior in environmental ethics as they lack intrinsic worth
understood as a non-instrumental value. We can challenge such a framing of the problem of
intrinsic worth can by pointing to the functionality of nature and mutual dependency of all the
natural beings, but analyzing this problem goes beyond the scope of the paper. What is important
for us is that Birch’s position turns out to be also grounded in metaphysical claims, even though
some scholars read his theory as a deontological one, on which we comment in the next section.

But before we discuss that let us note there are approaches which advocate taking artifacts
into moral consideration. An example of that can be Luciano Floridi’s “information ethics.”
Information ethics suggests that there is something even more elemental than life, namely being —
that is, the existence and flourishing of all entities and their global environment — and something
more fundamental than suffering, namely entropy. Entropy here refers to any kind of destruction or
corruption of informational objects, that is, any form of the impoverishment of being including
nothingness, to phrase it more metaphysically [17, p. 47], [18, p. 146]. According to this, “what
makes someone or something a moral patient, deserving of some level of ethical consideration (no
matter how minimal), is that it exists as a coherent body of information. Consequently, something
can be said to be good, from an IE perspective, insofar as it respects and facilitates the
informational welfare of a being and bad insofar as it causes diminishment, leading to an increase in
information entropy” [17, p. 300], [18, p. 146].

The question is whether everything which has a body of information can be in fact
destroyed, or, if we would like to nuance this objection, we can ask whether beings vary when it
comes to their permanent damaging and destroying. Digital beings seem to be in a significantly
different situation in this regard than physical ones. Likewise, it appears that ideal beings cannot be
destroyed or altered to any extent. These remarks, however, are not to challenge Floridi’s stance,
but to show that his sound and inspiring theory calls for further examination. In this paper, however,
| suggest approaching the problem of moral considerability from yet another angle. Namely, a
capacity of an agent to affect a particular being.

However, before elaborating on this, we shall investigate insightful criticism of the above
metaphysical concepts of moral considerability offered by deontological stance.

4. Deontological Criticism

Aforementioned Thomas Birch’s theory of universal consideration received significant feedback
[19], [20]. Among scholars who responded to that concept, more or less critically, was Benjamin
Hale. He offered, being inspired by Birch’s stance, a “deontological approach” to moral
considerability.

The core claim of it is that “moral considerability should be understood narrowly and
centrally as an agent-relative deontological question” [2, p. 37]. Hale argues that moral
considerability is better understood as a question about a moral agent’s duty than about a moral
patient’s status. Hale holds that rather than focusing on the properties, attributes, or capacities of
other beings that qualify them as moral patients, we instead should focus on the obligations of
rational agents to consider others [2, p. 37].

Hale explains his position in the following way: if we ask whether something is
comprehensible, for instance, it would be odd to say that it “has” comprehensibility. We ask
ourselves the question “can we comprehend it?”” and do not seek to locate this comprehensibility in
any of its constituent parts. Thus, when we suggest that something is comprehensible, we ask about
its comprehensibility, and we suggest that it is or is not comprehensible for us [2, p. 41]. This
allows Hale to conclude that moral consideration is an obligation of the agent [2, p. 45].
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According to him, such a perspective offers a fresh solution to a problem that has plagued
environmental ethicists for years. Hale, following Birch’s criticism, says that seeking to establish a
ground for moral considerability in a specific attribute of a particular group of beings leads to a
dead-end — environmental ethicists cannot reach the consensus which beings deserve moral
consideration.

Hale’s stance is, however, entangled in a metaphysical presupposition about the superiority
of nature in a similar manner as Birch’s is. We can see it if we take a look at the assumption of
considering everything. While Hale believes we must consider all about implications of our
behavior, he does not think that all entities in the world are morally considerable [2, p. 39]. That is
to say, he suggests that “everything must be considered — all factors unique to a given situation must
be considered — not that every object or entity in the world is morally considerable” [2, p. 40].
Entities which he excludes are artifacts. Unlike Birch, he does so explicitly and comments on that,
referring to the fact that the production of artifacts requires the use of natural resources. He says that
it would be “double counting” [2, p. 50]. Hale argues that creators have already considered their
component parts when producing specific artifacts. In his view, only damaging a tree (by cutting it)
to produce a chair deserves moral consideration, while damaging a wooden chair does not as it is
made from an already cut tree [2, p. 50]. So for Hale only other humans, animals, plants, or
mountains are worthy of our moral attention [2, pp. 40, 47].

I do not agree with such a justification, but | believe Hale’s criticism is worth attention. In
what follows 1 offer, drawing upon ideas from a traditional metaphysical stance on moral
considerability, as well as a deontological approach to it, a new criterion: affectability.

5. Affectability

What is particularly interesting in the theory of universal consideration, as well as deontological
stance to moral considerability is the emphasis on human responsibility. They make us aware this is
our doing which we need to think about. We cannot forget that these are our actions that we assess
in the act of moral consideration. Shifting the burden of proof on human beings in developing the
idea of moral considerability does not have anthropocentric connotations here. It rather reminds us
that non-human beings can be harmed or benefited by human beings. This is an undeniably
significant advantage of Birch’s and Hales positions.

Furthermore, Birch’s theory nicely explains the nature of consideration in moral
consideration. It shows it is a specific attitude, or a willingness to be reflective about one’s own
behavior, rather than making calculations concerning each separate action, which would be quite
alien to our everyday practices. Unfortunately, this is the direction in which Hale’s concept is
heading. He argues that “we are obligated to consider as much as is practically feasible” [2, p. 45]
and that “whatever the case, to reframe the question of moral considerability deontologically only
demands that we are obligated to consider the full spectrum of features of our actions before we
act” [2, p. 50]. Such deliberations, however, seem to be quite unrealistic. My skepticism about it
should not be read as a call for being thoughtless. On the contrary, | believe moral considerations
are a significant component of making decisions process, but in the way Birch proposes it, not Hale.

Another drawback, this time of both stances, is that they do not explicate hidden
metaphysical assumptions, of which they were supposed to be free of. To paraphrase Hale, their
approaches mask the metaphysical underpinnings of the question [2, p. 41]. First, these theories are
limited to natural beings. Birch does not explicate why, but we can assume he think they are of
inferior status, while Hale directly states that he believes artifacts are secondary to natural entities
(as produced from them). He sees his position as related to consideration level, but in fact he holds
strong metaphysical assumption on that artifacts are not fully-fledged beings.

But this “metaphysical” objection can go further. Birch and Hale speak of considering
“everything” or “every being”: what if we were to take the terms literally? Between the biosphere,
to which both theories in question are limited, and “everything” stretches the ontological abyss,
which is inhabited not only by artifacts but also by, depending on ontology one accepts, fictional
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beings, abstract object, universals, tropes, properties, etc. Should they be morally considered as
well, along with, for instance, concrete individuals? We need to review the answer in terms of what
morality and ethics are about.

The most straightforward description is that morality and ethics deal with actions, or more
precisely, actions affecting other beings [21, p. 20]. Ethics is then the analysis of the specific
relationship between two subjects (an agent and its patient) — how one affects the other, changes it,
makes a difference to it, etc.

In accordance with this claim, only those beings that we are able alter or impact can qualify
in the domain of ethics. By the same token, ethics cannot include beings that human beings (or any
other beings) cannot affect. This is the case for abstract beings (if we accept their existence), such
as the color white, the idea of a triangle, acidity, or fictional beings, such as literary characters [22,
pp. 19-20]. The (ideal) triangle is by definition immune to any changes. We cannot make it better or
worse, thus we cannot consider it morally — we can think about (consider) it, but only in a non-
moral way.

The entry-level in moral considerations should be then not the measure of ontological
“perfectness,” but the possibility to affect something. It is not that abstract or fictional beings do not
deserve to be considered morally; we are simply unable to relate with them in this way. That is to
say, moral considerability is not about the respect and reverence for such beings, but only about the
possibility to influence them.

We need to consider then the implications of our actions toward other entities. To what
extent do we influence them, how permanent are changes introduced by us, if these effects are
irreversible or not, etc. When thinking about the appropriate course of action, we should take into
account what actually can be harmed, damaged, violated, trespassed upon, and so on. In this sense,
the capacity to absorb moral consideration is grounded in both a trait of an entity in question and
agent’s ability to impact this entity.

These questions become of crucial significance when considering our activity towards those
with whom we are asymmetrically related [see 2, p. 57]. In such a case, it often turns out that
entities which were “mere things” start to matter morally. A good illustration of it can be the
aforementioned artifacts. When we directly devote our attention to them, they become able to reveal
their unique character as concrete individuals. This may support our willingness to care for them
and not replace them so easily in a more effective way than threatening us with harming nature by
making more waste (when we dispose our things) and using more natural resources (to produce a
new artifact).

The above example also illustrates how the issue of moral considerability is substantial in
decision-making. It concerns both the ethical plane, as well as the political. Moral considerability
does not only shape our moral sensitivity as individuals, but is also an important factor in setting
pro-environmental policies. For instance, including artifacts to the scope of moral considerability
can translate into alternative strategies of reducing plastic waste. Instead of negative argumentation
(plastic things as a threat to nature — garbage, use of resources, etc.), we can provide a positive one
by appealing to that they are our belongings for which we are responsible.

Finally, referring to the idea of moral considerability in policy- and decision-making can be
read as the case of science advice. Thanks to using philosophical arguments, we can challenge
existing patterns of actions and construct new ones, or we can validate and strengthen ideas from
outside of the mainstream to build better society and better future for the planet [23, p. 238].

6. Conclusions

The debate on moral considerability encourages us to widen its scope. We invite to this club, to cite
Thomas Birch, more and more non-human beings, agreeing we cannot cut them out of the picture
when thinking of the sphere of ethics [16]. The question remains, however, how inclusive this club
can be. Difficulties in finding a trait of the entities which should be granted moral considerability
prompted some scholars to claim that simply everything deserves such our attention. This
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assumption was accompanied by the claim that we should place the burden of proof on the agent
(“deontological” stance), and not on the patient (“metaphysical” stance), when addressing the
problem of moral considerability. This paper offers a third way. It argues that the criterion should
be affectability: a possibility of an entity to be affected by an agent, or, looking form the other side,
an ability of an agent to affect in any way a given entity. In doing so, such an approach attempts to
achieve equilibrium between “deontological” and “metaphysical” stances by showing that moral
considerability of a particular entity should be grounded in the ontological condition of it as well as
agent’s ability to affect it. This deontological aspect of moral considerability, which translates into
highlighting human responsibility for the actions towards other, non-human beings, is targeted at
showing that moral considerability is a significant component of the decision-making process.
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Abstract:

The article presents a proposal of explanation what practical rationality is, how
it works and what are its criteria. In order to define practical rationality, the
author starts from the general characteristics of reason, and then in the realm or
reason activity distinguishes practical rationality from theoretical rationality.
The necessary conditions of practical rationality are presented, as well as its
standing between freedom and values. Next, the sources and nature of practical
reasons are characterized, as well as their relation to values and desires. The
problem of practical syllogism is briefly commented on. In the final part of the
article the author proposes five criteria of practical rationality.
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1. General Remarks on the Concept of Rationality

The typologies of rationality proposed in the literature on the subject are too varied to comment on
them in detail in the present article. The differences between them vividly come to light when
relevant works by Ryszard Kleszcz, Mieszko Tatasiewicz, Jozef Zycinski, Ryszard Szarfenberg and
other authors are compared [3], [16], [17], [18], [14], [7]. Differentiated types are usually created by
adding a domain adjective to the notion of rationality (e.g. epistemic, methodological, ontological,
pragmatic rationality etc.), or a noun defining a field of thinking (e.g. rationality of science, politics,
common thinking, decision, economic choice, etc.).

Examining these typologies, one finds it difficult not to throw a fundamental doubt whether
they meet the requirements of logical division — even in those (rare) cases when they seem to be
complete, doubts remain as to their disjunction, their uniform criterion, and the precision of their
scope (whether they include in the scope of X something that is not X). These doubts could be ruled
out if the authors of these typologies, firstly, at the beginning presented a clear description of what
is subsequently to be divided into types, i.e. rationality itself, and secondly, if the reasons for
distinguished types were derived from individual characteristics of the differentiated general
rationality. Meanwhile, it is almost a rule in the proposed typologies that although the types are
analysed in great detail, it is not characterised almost at all what they are types of (totum divisionis),
while the reason for specifying such and no other types is not substantively justified, but accepted
only on the basis of random, customary divisions, applied to interlocking spheres of thought. These
not quite methodological strategies of creating various typologies of rationality observed here can
even be ironically described as insufficiently rational. It is hard to resist the conclusion that as a
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result of such a method of multiplying various types, there are far too many of them. To ask
rhetorically: how can one justify the differences (and disjunction!) between such types of rationality
as conceptual, logical, methodological, and scientific rationality?

An example of general methodological shortcomings in the construction of typologies of
rationality can be the puzzling fact that the author of the broadest study on this subject only at the
end of his work (i.e. after characterising various types of rationality) comes to the conclusion that
there are meta-principles of rationality which satisfy — as the author writes — “the need for the
existence of certain universal criteria of rationality” [3, p. 113]. The text indicates that these meta-
principles identify rationality as such — and therefore, as must be inferred, they must appear in each
of its differentiated types, because otherwise the type in which not all of them would be present
would be differentiated in an erroneous way. | am not making any accusation here against
establishing such meta-principles; | merely wish to point out that their articulation was
indispensable as a factual basis for the types distinguished. If the types were distinguished in an ad
hoc manner (without referring to the rules determining rationality), then after revealing these
principles, these types should be re-tested to demonstrate that they are types of rationality, and not
of something else. It is also not known why the established principles have the characteristics of
meta-principles, since they only concern rationality itself. Probably only because the principles
previously attributed to individual types were principles of something other than rationality itself —
which in turn would imply that the types were not types of rationality.

What | am questioning here - namely, the assignment of a separate type of rationality to
almost every way of thinking about the world (science, ontology, epistemology, economics,
common thinking, etc.) — seems to be just as unjustified as distinguishing as many types of truth as
there are disciplines in which it is present, or as many types of life as there are species of organisms.
In all these cases, distinguishing between types is undoubtedly correct — in each of them, however,
the identification of the “medium” (or subject) of types is incorrect. If, after all, rationality occurs in
X as well as in Y, only its variables change (the kinds of particulars to which it applies), and it itself
—as long as it is rationality — remains the same.

Confining myself to this general critical remark against the known typologies of rationality,
I would like to add, as a positive proposition, that the question of typologies can, in my opinion, be
arranged in the following way. Two types of rationality that should be distinguished — cooperating
with each other, but irreducible to one another — are theoretical (or cognitive) rationality and
practical rationality. Theoretical cognition of the world and practical functioning in it constitute, on
the one hand, the two most general ways of activity of the same reason, and on the other — ways that
are so distinct that there are strong reasons for treating them as truly different types of this activity.
On the other hand, the numerous types of rationality distinguished in the literature on the subject,
which | mentioned earlier, are, in my opinion, models of criteria of justification (or correct
argumentation) used in various fragments and disciplines of theoretical knowledge and practical
thinking — and in fact there can be as many such models as there are areas in which the ways of
justification specific for them were formed. The approach proposed here, on the one hand, gives
justice to a certain factual multiplicity (multiplicity of ways of justifying), and on the other, it does
not break up rationality to such an extent that the existence of its permanent core becomes doubtful
— and therefore there is no need, in order to defend this core, to create additional meta-principles of
rationality with their problematic reference to lower (type-specific) principles.

The subject of my further discussion will be only practical rationality — or rather its very
essence, described by typologists of rationality, probably interchangeably, as axiological rationality,
rationality of values or rationality of goals. | call axiological rationality the core of practical
rationality, because I think — contrary to the previously mentioned typologies — that the so-called
instrumental (or pragmatic) rationality is in fact not rationality, but only a fragmentary sphere of
practical justifications, which (or more precisely: their assumptions) must be consistent with
axiological rationality in order to be rational. There are no reasons to consider the selection of
effective acts and measures leading to irrational goals as rationality. After all, if someone stuck to a
false conclusion and then developed (equally false) premises to go with it in order to obtain a
logically correct consequence, then his or her reasoning would not become true.
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Axiological rationality is usually neglected by theorists of rationality (mentioned, but not explained
in more detail) because its essence is inseparably entangled in the fundamental problems of
axiology, which the researchers of rationality do not want to be concerned with. For the same
reason, axiologists and ethicists formulate many important, though usually not systematised,
conclusions about axiological rationality as it were on the outskirts of their normative theories. On
the problem map of philosophy, the topic discussed in the present article is located in the region
where theory of rationality and theory of values overlap. The need to address this borderline topic is
dictated by the aforementioned circumstance which consists in the fact that, briefly speaking,
although both neighbouring fields, i.e. the theory of rationality and the theory of value, need a
systematic theory of their common borderland, today’s highly specialised competences of
researchers leave this borderline highly undetermined.

As far as the concept of rationality itself is concerned, | think that there are no sufficient
reasons to distinguish and separate it from the concept of reasonableness. Therefore, | understand
rationality as a field of the functioning of reason. It can therefore only characterise the activity of
such entities that have the capacity of reason. Therefore, strictly speaking, they can also think and
act irrationally.® The natural world, on the other hand, can be neither rational nor irrational —
contrary to the ideas of the so-called ontological rationality. On the other hand, reason itself is the
highest thinking ability we know. It is people and people only that are entitled to it — as it is closely
related to self-awareness, self-knowledge, and reflexivity. The term “the highest ability” means that
reasoning is directed primarily toward a lower type of thinking, i.e. toward thinking focused on
external reality (or on the empirical). This reflective and meta-level nature of reason determines the
fact that it is the source of doubts, criticism, and the idea of justification — both the requirement of
justification itself and the creation of justifications, as well as the construction of the theory of
justification. Therefore, rationality and justification seem to be the same.

These several features of reason suggest that — as in German philosophy — perhaps reason
should be distinguished from the lower ability to think, which would be intelligence or intellect.
This lower type of thinking would be responsible for using conceptual contents regarding empirical
phenomena and links between them, but without reflective questions about justification. The main
difference between reason and intellect would be — if such a distinction is accurate — that intellect
amounts to thinking which functions as the subject dictates it and in order to serve his or her vital
interests (it performs instrumental-adaptive functions), and reason, as reflective meta-thinking, has
at its disposal — as Thomas Nagel called it — “a view from nowhere,” which means that: (a) on the
part of the subject, it is not determined in terms of its content by the psycho-vital sphere, (b) and in
turn its object are the limits of intellectual thinking, or the subjective conditions and assumptions of
this thinking, as well as what is ultimate on the objective side of intellectual thinking. Therefore,
rational thinking, in a natural way for itself, gravitates in the sphere of theory towards
epistemological and metaphysical issues, and in practical thinking — towards philosophy of freedom
and philosophy of values (or the theory of good).

In order to answer the question about the participation of reason in scientific knowledge (in
empirical sciences), one should carefully examine the logical structure of scientific theories and the
history of particular sciences, and only on the basis of these studies determine (a) to what extent
sciences go beyond recognising correlations between facts (i.e. beyond the procedures of intellect),
and (b) how the ways of justifying the claims of particular sciences, distinctive for these sciences,
were historically shaped in them. Such an analysis of science is, of course, a separate problem, and
here 1 merely want to point out that in the scientific thinking there is as much reason as there is
reflection on justification. | suppose that both the origin of sciences and their prevailing part which
constitutes empirical knowledge are rooted in the intellect, and only the historically increasing
requirement of justifying scientific knowledge, the need to reconcile its various fragments, and,
finally, philosophical reflection on its non-empirical assumptions, included in it the participation of
strictly rational thinking and expanded it.
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2. ldentification of Practical Rationality

Since practical rationality is a rationality, it has some features in common with theoretical
rationality, but, in turn, as a practical one it also has properties that distinguish it from the
theoretical one.

I have already mentioned the common features. They are namely: (1) metal-level thinking
that is autonomous in relation to psycho-vital reasons; (2) the ability to doubt (that is, to question
empirical data and conclusions obtained as a result of intellectual thinking); (3) looking for
justifications for lower levels of thinking and reflective revision of the assumptions of this thinking;
(4) not yet mentioned here, the use of the basic laws of logic (the law of identity, of contradiction,
and of excluded middle).

In order to determine the practicality of rationality, categories that identify practice as such
(i.e. the specificity of practice) should be distinguished. Practice differs — it can be said: categorially
— both from theory and from processes of nature. In contrast to theory, or even to the process or
operation of theorising, it is a sequence of changes not only related to thought (and even less is it a
system of claims), but it consists in real changes that modify the real course of events. However,
these changes — this time unlike natural changes — are not just a consequence of causes and effects,
but are initiated and led by consciousness (although in terms of energy they are performed by the
body of the acting subject). Thus, practice is a series of changes in the real world, but initiated and
directed by consciousness.’

I will disregard the question of the difference between practice and natural processes, since
the identification of practical rationality (to which | am leading up to) requires a differentiating
juxtaposition of practice and theory rather than of practice and nature. More specifically, it is about
capturing the most general differences between how consciousness functions in the mode of
theorising and how in the modus of practice.

In both these fields — theory and practice — consciousness seems to have three levels. In the
field of theory, these are: sensory perceptions providing content for thinking, intellect (which thinks
about the connections between the contents of perception using language and concepts), and reason,
which in turn, as meta-level thinking, problematises and fills with the content it constructs both the
objective and subjective limits of intellectual thinking, at the same time going beyond these limits.
In this way, reason in theory produces — speaking in historical order — metaphysical and critical-
epistemological issues. It constitutes meta-empirical thinking in the sense that it directs its questions
and answers towards the non-empirical conditions of the empirical. Of course, philosophy is not the
only manifestation of reason. In everyday life (as well as in non-dogmatic religious speculations) its
activity is expressed in questions and hypotheses concerning what is ultimate (including those, of
course, which concern reason itself).

In the practical function of consciousness, the first level consists of positive and negative
drive and emotional reactions. Their contents are — one could say — empirical data for practical
thinking. In turn, the intellect in the practical function is thinking which, basing on the recognised
correlations between objects of emotions, selects the ways of instrumental actions. These actions
are admittedly intelligent (and not spontaneously emotional), but the intellect that designs them
remains instrumental thinking, because, firstly, it is itself guided by psycho-vital dynamics and,
secondly, its calculations are limited to the ways of avoiding discomfort and satisfying desires
imposed on it by the leading emotions. This is because the practical intellect does not keep a
cognitive distance from the subject’s own desires and emotions (they are not an object for it), so it
also does not evaluate them, but functions as an instrument of their implementation. Therefore, the
goals pursued by it are not critically selected and therefore they have no other justification than the
very fact of their energy advantage over the tendencies that are weaker in a given situation. In other
words, practical intellect only plays the power game of fears and desires that takes place behind its
back. It is not familiar with freedom of thought and reflection on justification.

The meta-thinking of reason becomes practical when the subject seeks justifications for his
or her future practical activities, but with the assumption that he himself or she herself is their free
agent. If he or she understood his or her future actions as necessary cause and effect chains, he or
she would not be able to ask for their justification. We can see, therefore, that when asking for the
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justification of its future practice, practical reason not only thereby assumes its own freedom, but at
the same time challenges what is an uncritical assumption for practical intellect — namely, it
questions the treatment of psycho-vital desires as sufficient reasons for the undertaken actions. It is
also worth noting that if the subject did not assume freedom and understood his or her future deeds
as the necessary effects of his or her psycho-biological desires, it would mean that he or she does
not understand his or her future as a practice they pursue, but as a natural process that does not have
an author. In this understanding of one's own future, practical reason would destroy itself — it would
be pointless. Such self-destruction of practical reason takes place — | believe — in every determinist
who, if logically consistent, must translate his or her life only in the perspective of theoretical
reason.

On the basis of the above, it must be stated that for practical reason the assumption of the
existence of one’s freedom is a sine qua non condition of its functioning — without this assumption,
all its operations would be based on a fundamental internal contradiction (and thus they would lead
to self-destruction).

Freedom, however, is not just independence from causes. For a rational being to be able to
initiate and pursue practice as a free activity, he or she must have a positive justification for his or
her actions, other than psycho-vital causes (if they were the only determinants of action, it would
not be free - so they would not be practice). Practice therefore requires not only that its beginning is
independent from causes, but also requires positive determinations that are different from these
causes. Without them — so to speak — independence itself would not move off, and practical reason
would still have no object. These practical determinations are practical reasons. Reasons, in turn,
can neither have no object (they would not be reasons then), nor can their objects be facts, beings,
or laws of nature — because then they would not be of practical but of theoretical nature and nothing
would result from them for practice. It therefore remains to accept that values are objects of
practical reasons.

If, therefore, we call practical rationality — as | suggest — the functioning of reason that
directs practice, we can already mention its two necessary conditions. The subjective condition is
freedom, while the objective one — values. On the other hand, practical rationality itself consists of
practical reasons, and it enters real practice in the form of decisions.

Reasons are something other than causes, so — what should be emphasised — only acting on
the basis of reasons makes this action free. It seems that this issue needs to be interpreted more
precisely as follows: the very fact of consciousness makes a person negatively free and, thanks to
that, enables positive freedom of decision and action — but only enables it! And only adding
something positive to negative freedom — something that “launches” a decision independent of the
causes — completes the negative aspect of freedom with a positive aspect (and only then does a
person perform a free deed). This positive factor which triggers action and at the same time
preserves its freedom is either a single reason or, generally speaking, practical rationality. This
means, first of all, that rationality, and also positive freedom with it, are not, like consciousness,
facts that occur in people, but that they are normative tasks (which are sometimes achieved and
sometimes not) for the consciousness which has a much wider scope than them. Secondly, it also
means that only practically rational action is free action — while irrational action, even if its
beginning was negative freedom, slides into causal determination. On the other hand, since practical
reasons are related to values, it follows from the above diagnosis that free action is impossible
without values (i.e. practice is impossible).

To conclude the presented argument in the simplest way possible, it can be stated that in
order to act in a free way, one must be rational in a practical way; rationality in turn depends on the
proper respect for and selection of values. The problem of values cannot be overlooked here.
Explaining what values themselves are, | will introduce, in addition to freedom and values, a third
category necessary to identify practical rationality — the category of happiness.

Values as objects of practical reasons can neither be subjective creations of desires nor any
kind of objectively existing entities. Both of the interpretations of values mentioned here — in brief —
fall into the naturalistic fallacy and are irreconcilable with the necessary assumption of freedom of
practice.® Any attempts to explain practice that do not take into account freedom as its source must
become trapped within the limits of theoretical-descriptive thinking about reality (and about the
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practice itself, which is then only alleged), and there is no logical transition from such thinking to a
normative discourse. The assumption about the existence of freedom (or the point of view of
freedom) sets — as it seems to me — the only perspective in which one can sensibly talk about values.
“Sensibly” means here neither falling into the naturalistic fallacy nor (by reducing values to the
ontic causes of action) denying freedom. Only then is practical rationality not reduced to theoretical
one.

In order for values and freedom not to exclude one another, and for the former not to reduce
themselves to the realm of beings, they must be interpreted as something which in the face of
freedom is its necessary complement (and not an antagonistic factor). Values are indispensable for
freedom in the sense that freedom cannot survive real changes without them (i.e. it cannot retain its
self-continuation). For if the change taking place in a person is not directed by free affirmation of
some value, then this change is determined by causes, degrading the human being to the position of
a multiple-conditioned automaton. It means that a person cannot preserve their freedom in any other
way than through the affirmative recognition of values. Only such affirmation makes it possible to
set oneself and to achieve a goal alternative to what would emerge from an inert cause-effect
sequence. Values are therefore objective conditions of the persistence of freedom — after all,
freedom is not a substance that could last independently of the changeability of the world. But they
can be non-threatening to freedom only when they are dependent on it themselves — when it
establishes their validity. What are values, then?

My construction of the philosophy of values — in brief — is as follows [11]. The sphere of
values and the sphere of beings are objectively one and the same reality. And what requires their
differentiation are different points of view of the same reality. Different points of view also force
the use of different concepts in relation to the aspects of one reality determined by these points of
view. From a theoretical point of view, reality is a sphere of beings without values. On the other
hand, from a practical point of view — in other words, from the point of view of freedom — reality, in
turn, is not the domain of beings but of valuable objects.

My answer to the question where the valence (or the axiological significance) of existing
objects comes from is as follows: its source is the absolutely first free decision of the existing
subject — not the first in chronological terms, but logically, i.e. the one whose content is logically
first in relation to the content of all other decisions. Its primary nature consists in the fact that the
subject chooses in it not these or other existing objects, but one's own existence in the world.
“Own” means here: the existence of oneself as a free subject. In simple terms, reality is valuable
only because free subjects want to exist in it, continuing their freedom. This is the basis of my
philosophy of values, while the rest of its claims are subtleties and conceptual and logical details;
there is no space here, however, to elaborate on them [11], [12]. Let me just mention that in the
development of this conceptual and logical instrumentarium, the most important thing is to
consistently carry out conceptual analogies between ontological and axiological categories (which |
try to show meticulously in my other works). What | consider to be the advantages of this concept is
that it does not fall into the naturalistic fallacy (because the source of value is a decision, and not
some beings), that it does not reproduce the dualism of being and values, and that it seems to avoid
the typical difficulties of axiological subjectivism. However, the burden of explanation shifts to the
clarification of differences (and mutual references) between the two above-mentioned subjective
points of view. In the area of required clarifications, there is also the question of practical
rationality.

Concluding the thread of values, it must also be added that the question of why free beings
want to exist (or why their logically original decision is positive) does not seem to have a more
accurate answer than the view that philosophy has always held: that the ultimate profit which the
subject draws from his or her participation in reality is smaller or greater happiness. And in fact |
think that without a concept of happiness philosophy cannot satisfactorily explain values, practice,
or even practical rationality. Without referring to this concept (or a synonymous one), there are no
good answers to the questions about the first reasons of subjective action. What | have in mind here,
for example, are such questions as: why is it better to live than not to live? Why act at all and not
remain a drifting object? Why should | be moral? And finally, why is it better to be rational than
irrational? If we do not take into account and do not name a specific “profit” which the subject
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receives as a result of the undertaken positive involvements, the fact of these involvements will
remain inexplicable and incomprehensible. The category of happiness, being the third — apart from
freedom and value — category of practice, is a category that also identifies practical rationality.

As we already have the most important categories of practice at our disposal, we can
conclusively distinguish practical rationality from theoretical one — and they differ in almost
everything except the presence of attributes of reason in them. While the subject of theoretical
rationality is the sphere of beings (or facts), the subject of practical rationality is the sphere of
values. While the subject of the former is impersonal reason (impartial, individualised, leaving aside
values), called theoretical reason, the subject of the latter is individual freedom existing in the real
world, which uses reason to ensure its own persistence in an environment of permanent change.
And finally, the third difference concerns objectives: for theoretical rationality, the goal is the
universal and impersonal truth of theory (objective knowledge), while the objective of practical
rationality is the individual happiness of the subject, obtained as a result of free action directed by
values.

3. Practical Reasons Between Freedom and Values

| have already mentioned the relationship between practical rationality and freedom: namely, it is
two-sided. On the one hand, negative freedom, or independence from causes, is a necessary
condition for practical rationality — after all, without this independence, it would be pointless to
construct justifications for practical actions (it would only be Marx’s false consciousness). On the
other hand, only practical rationality complements negative freedom with a positive aspect, that is,
it makes it able to perform real actions — for without positive reasons provided by rationality
conscious action would either be unable to “move off” or would fall to the level of determined
natural processes. The question remains, however, where the contents of practical reasons originate
from, since they must refer to values, whereas reality — as | have stated earlier — consists only of
beings and not of values.

The contents of practical reasons come from rational affirmation, which the subject’s
freedom directs towards individual beings as the conditions of his or her existence and happiness.
To put it more precisely, practical reasons have three aspects: content, practicality, and rationality.
(@) The content itself is a mental correlate of the purely ontic definiteness of something that exists
(it is axiologically neutral in itself, as is its ontic counterpart). In turn, the practicality of these
contents (and this is what gives them axiological character) comes from the attitude towards the
reality of two subjective factors: first, the one that the Greeks called thymos, or the drive and
emotional sphere, but to a decisive extent only from the affirmative relation to freedom. Their
rationality, on the other hand, consists in the fact that they are interrelated in a logically correct
manner and that they are justified by reason (which is why they are reasons, not just motives or
desires).

To explain briefly the constitution of practical reasons, one can refer to the known figure of
the so-called practical syllogism (formulated by Aristotle and developed by John Stuart Mill, as
well as Donald Davidson).* It is known that the scheme of this syllogism shows that an individual
imperative conclusion results deductively from the general greater imperative (or value) premise
and from at least one lesser descriptive premise accompanying it. Practical reasons are what | call
these larger value premises and the above-mentioned imperative conclusions. The deepest problem
(which was not solved satisfactorily by Aristotle or the subsequent researchers of practical
syllogism) concerns the sources of the greater premise which would be the absolutely first and not
one of intermediate greater premises. It is obvious that this absolutely first axiological premise must
concern what distinguishes the entire domain of values from the domain of being that is not
concerned with values. It is easy to guess that in the light of what | have stated earlier, this
absolutely first premise originates from the logically first decision of the subject, in which his or her
freedom affirms his or her existence. Because of the primary nature of this decision, | call it the
primaeval decision. Because the subject cannot exist without the world, the practical choice of
one’s own existence is identical with the affirmation of existence in general. Therefore, the
primaeval decision establishes the first practical reason, which is the first axiological premise for all
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other practical reasons, narrower in their scope. The simplified content of this first premise — its
very essence — is as follows: “existence is valence.” The former theory of transcendentals expressed
it in another version: “existence is goodness.”

Before | show a manner of particularising (i.e. a differentiating fragmentation of content) of
this first practical reason, I would like to point out that it constitutes the basis of general axiology.
Since existence is valence, it follows — analogically to ontological inferences — that specific existing
beings are valuable objects. But because their axiological positivity is constituted by the affirmative
primaeval decision of the subject, the values that they are entitled to are not — strictly speaking —
their own qualities (such as ontic properties), but their relations to the freedom and happiness of the
subject. They are practical relationships, expressed in conceptual discourse with practical
categories. Depending on how we logically classify these practical relationships, we will obtain
different sets of axiological categories, such as: moral value, epistemic value, aesthetic value, vital
value, hedonistic value etc. However, in order for these relations to remain practical (and not ontic),
that is, to remain values (and not beings), they must be sustained on the part of freedom via
practical rationality. This means that even such unreflective and spontaneous relations as e.g.
hedonistic values change from facts into values only once practical rationality affirms them or
approves them. It is only when they obtain a practical reason that they become values.®

However, while addressing the problem of how the first practical reason is divided into a
multiplicity of reasons with a smaller scope, one must already refer to the actual diversity existing
in reality. Three circles of diversity are in question here: (a) the multiplicity of subjective desires;
(b) the multiplicity of objective things and events; and (c) the multiplicity of types of practical
action (this multiplicity is called a multiplicity of practices by e.g. Alasdair Macintyre [6, pp. 7-10,
340-364]). These three areas of multiplicity concretise and differentiate the content of practical
reasons, which makes it possible, firstly, to make specific decisions, and secondly, to apply
practical rationality in these decisions.

When describing the nature of practical reasons, it is worth emphasising that their very
(previously explained) content is powerless in the sense that thinking it is not able to cause
decisions or actions in the subject. This is consistent with the fact that this content is axiologically
neutral (a) as long as the subject does not want to continue his or her own existence, and (b) until he
or she notices and understands the relationship between the content and his or her own existence.
The content of reasons, on the other hand, obtains the power to determine the actions of the subject
only when the two aforementioned circumstances change into positive ones — that is, when the
subject maintains his or her primaeval decision and when he or she applies practical rationality. It is
then that he or she gives the powerless reasons a practical character, and thus the power to direct
action. The power of these reasons ultimately comes from the subject’s primaeval decision. In the
field of practical rationality, the following principle applies: that for some reason to be able to cause
an act of the subject, it must — assuming the rationality of the subject — have a logical connection
with the content that the subject already wants. If he or she did not want anything, then no reason
would have a causative power for his or her action — and that would mean that it would not be a
practical reason. For example, a reason that claims that one should pass another exam at university
overcomes the psychological reluctance to learn once the student realises the necessary connection
between passing the exam and his or her own desire to obtain a diploma. If this willing was not in
the subject, this example of a reason would not move him or her.

Constituting practical reasons by some willing that is more primal than them (it can be
called the involvement of the subject in reality) and thus establishing their binding character is what
distinguishes them from theoretical reasons. In order for a judgement to be a practical reason,
neither its imperative grammatical form nor the logical correctness of its connections with the
system of similar judgements is sufficient. In order for imperative judgements of a certain internally
coherent system to be practical reasons, at least one of these judgements must be connected with the
real subject in such a way that the content of this judgement is both the content of the subject’s act
of willing — and it has to be free willing (non-free willing is not willing, but only a causally created
fact of desire). Since imperative judgements do not result from judgements about reality, then any
their logical system remains non-binding for the subject — that is, it is not a system of reasons —
until the content of any of the judgements is the content of the subject’s decision.
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However, when a subject wants to decide something in a free way, the freedom of his or her
decision depends on whether it is rational — and it is rational when its content is not contradictory
both with its more general premises and its more detailed logical consequences. Therefore, for the
subject to make one free decision, he or she must at the same time decide on the correctness of an
entire system of imperatives which is affirmed by this one decision. If the system contains the
imperatives A. B, C, D, etc., then the subject cannot choose for example the imperative C, and
reject the others — as then his or her decision, not being rational, would not be a decision.

So if the content of a decision of his or hers (such as the decision to enslave another person)
was contrary to the fact that he himself or she herself lives and makes decisions — that is, accepts an
imperative affirming the value of subjective, free life — this decision would not be rational. In order
to make it rational, he or she would have to cancel his or her decision affirming his or her own life
and freedom (i.e., adopt other imperative assumptions) — and then, of course, he or she could not do
anything.

In contrast to practical reasons, the binding nature of theoretical reasons is not rooted in the
decisions of the subject, but comes either from the principles of logic or from empirical evidence.
Consequently, for a theory to be true, the subject’s consent is not needed. If the individual subject
does not agree with the real theory, then it does not lose out, but he or she does. On the other hand,
in the case of validity of imperatives, it is a bit different: as long as inconsistency in the decisions of
the subject is fragmentary (local), then this circumstance is devaluing for the subject, not for
imperatives (just as in theoretical thinking), but if the subject cancelled his or her primaeval
decision — if he or she freely refused to continue his or her being a subject — with such lack of a
positive primaeval decision there would not exist any practical reasons that would be binding for
him or her. In other words, the possible lack of a positive primaeval decision invalidates, it seems,
all systems of imperatives — but it can only happen when this factor occurs, and is the unique factor
that can have this effect. Taking the positive primaeval decision as the basis, the difference between
practical and theoretical rationality can be concluded as follows: ignoring practical reasons causes
in the subject a deficit or complete loss of freedom and happiness, while failing to respect
theoretical reasons — as long as they are not related to the personal situation of the subject — only
puts him or her in the state of ignorance or cognitive error.

4. The Functioning of Practical Rationality and its Criteria

The area to which practical rationality applies and where it operates is the area of the subject’s
desires and their references to objective reality — desires are in fact the driving forces of action. The
purpose of its functioning is the permanent ordering of relations between desires and reality —
namely, such ordering that would be correct in terms of their compliance with the primaeval
decision and the subject’s endeavours to maintain and increase happiness (i.e. to achieve practical
effectiveness). If we treat happiness as a reason of the primaeval decision — and I think that its role
in the structure of practical rationality should be understood in this way — then we can define this
rational correctness of desires as a reconciliation of their multiplicity with the first principle of
practice established by a single primaeval decision. Since the area of concern of practical rationality
are the relations of desires to the objective world, it ensues from it that the domains from which it
must derive its contents are the sphere of subject’s self-knowledge and the sphere of descriptive
(scientific and ontological) knowledge about the objective world. Adding axiological reasons —
logically consistent with the first practical reason — to both these spheres from the outside, practical
rationality transforms the facts occurring in these spheres into valuable objects. Axiology — if |
could allow myself an aphorism — is rationality imposed on the real world by freedom, which wants
to satisfactorily persist in it.

It can be said that in relation to desires, practical rationality functions in two ways: it appears
that it is more often inhibitory and sometimes generative. There are always more such facts as
desires in the subject than rational desires — that is why conclusions from practical reasoning hold
back most desires and allow only those to function which have gained the approval of rationality.
This happens more or less in the same way as when Leibniz’s God chose one of the many possible
worlds to be created — all “strove for existence” [5, 485] but God did not stop the existence of only
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that which was considered the best by God’s reason. But it also happens the other way round;
namely, it is only an imperative conclusion (some individual practical reason) that generates an
individual desire which — although it was not present in the subject — after reasoning becomes the
motive of the deed. This is always the case when the current empirical situation rationally forces the
subject to — for the purpose of achieving the intended general goal — do something that he or she
does not actually want at the moment (e.g. making an ill and lazy person take up appropriate
exercise in order to save their health). It is worth emphasising, however, that even in the latter case,
a specific desire is not produced by a reason (a reason only justifies the need to arouse it), but by
that desire with a wider scope for whose realisation this individual desire is necessary. This means
that in such cases, practical conclusions serve the purpose of concretising the more general content
of desires to the form of individual content — and only in this way shape the act of specific desires.

Practical rationality, as meta-thinking about desires and their objects, does not produce
desires by itself, but only logically orders their contents. However, in order for this ordering to be
practical, it must — as | have already mentioned — use three types of content: (a) the content of the
first practical-axiological premise; (b) the contents of psychological desires, (c) the contents that
create descriptive knowledge about the world — including the descriptive content of the subject’s
self-knowledge.

Therefore, the criteria of practical rationality must concern the appropriate composition and
interdependencies between these three types of content. Since the criteria are measures of whether
given practical reasoning is rational or not, they can be identified with the principles of practical
rationality. These are the principles without which rationality simply does not function. They are its
foundations or constitutive elements.® At a high level of generality, these criteria can be
characterised as follows:

1) The criterion of the affirmation of being. A positive primaeval decision, in which the
subject, affirming his or her own freedom and rationality, also affirms the existential conditions of
his or her existence, is the criterion of practical rationality in the sense that it provides the first
imperative premise without which it could not be decided whether fragmentary practical reasoning
and desires themselves are rational or not. The very fact of the occurrence of a desire is not a reason
for its legitimacy (rationality). If the imperative premise is necessary for the reasoning to be both
logically correct and practical, then it is clear that without it all inferences that would concern action
would have to lack either logical correctness or practical character — so they would not be
practically rational.

The concepts of axiological rationality which state that the rationality of axiological
reasonings (or those concerning goals) consists in their compliance with the values of a given
culture or society [3, p. 75], or in compatibility with some facts of nature (e.g. with the human
nature or the so-called natural human needs) all fall into the same error. It invariably consists in the
fact that such concepts propose recognising as rational such reasoning which logically derives
imperatives from descriptive premises — all in all, the invoked measures practical reasoning must be
compatible with in order to be rational (whether these are axiological models from a given culture
or any qualities of man) are nothing but facts. In view of this kind of concept, the following
legitimate question always arises: are the measures which practical reasoning should be compatible
with rational themselves?

2) The criterion of criticism and self-knowledge. The shortest explanation is that the
principle of criticism is to doubt the legitimacy of one’s spontaneous desires and, consequently, test
their validity or justify them. The psychological fact of the occurrence of a desire is not in itself
rational — this desire can only be considered rational as a result of rationally checking the
connections that exist between its content and its general surroundings. In particular, it is about
establishing the relation of this single content to: (a) the content of the primaeval decision, (b) the
content of other desires, and (c) the knowledge of actual reality. The next criterion (3) determines
what kind of these relations makes a desire rational. Self-knowledge, on the other hand, is
indispensable not only for a reflective realisation of the assumed primaeval decision, but just as
much for knowing what makes us happy and to what extent. By revealing the position of an
individual desire in the subjective hierarchy of desires, and thus the degree of its effectiveness for
happiness, self-knowledge is also a sine qua non condition of axiological knowledge of the
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hierarchy of values’ (see criterion 5). Self-knowledge also protects one from erroneous
identification with the desires of others, those promoted by ideologies, advertising, social fashion,
or environmental pressures. It can be said that criticism and self-knowledge are an irreplaceable
antidote against the threats to rationality that have their sources both in irrational social trends and
in the brutal biological-emotional spontaneity, particularly intensified in the period of youth.

3) The criterion of non-contradiction. While the first criterion concerned only the content of
the first axiological and imperative premise, and settled the question of its validity for the subject of
action, and the second served the purpose of distinguishing desires that are firmly established in the
subject and desires that bring him or her happiness from accidental and “mistaken” desires, the
present criterion determines the rationality of all contents of desires. Because the required
relationship of non-contradiction may exist (or may be missing) in several different areas, the
current criterion requires division into relevant regions. And thus, for the content of a desire to be
rational, it must be non-contradictory with: (a) the first axiological premise, i.e. with the content of
the primaeval decision; (b) with the content of other specific desires, insofar as those are rational;
(c) with the content of real possibilities (it cannot concern what is realistically impossible); this
principle can be specified by taking into account particular temporal moments: non-contradictory
with the present possibilities (relativised to the current situation) or non-contradictory with the
universal possibilities resulting from the laws of nature.

Mentioning the requirement of non-contradiction of desires with the content of the
primaeval decision, it is also worth commenting on the question of the practical syllogism. The
theory of this syllogism proclaims, as it is known, that between the general imperative premise and
the detailed imperative conclusion — after adding a relevant descriptive judgement to the former®
deductive reasoning takes place. Strictly speaking, such reasoning does not occur for two reasons.
First of all, if there is a premise that | want to eat fruit, it does not follow from it that | should eat an
apple, but only that I should eat an apple, a pear, a plum, etc. It means that between the general
content of the premise and the detailed content of the conclusion there is a gap that the subject fills
in with a free choice each time, adapting its content to his or her individuality. And this applies to
every stage of concretisation — that is, every transition from any general premise to a specific
decision. The second reason for the lack of strict reasoning in the so-called practical syllogism is the
nature of descriptive lesser premises. They report, as is known, every empirical situation in which
the subject finds himself or herself. Despite the fact that the imperative premise is general, both the
subject that employs it and every situation are individual (that is, they differ from other subjects and
other situations), and this in turn means that the concretisation of the general premise, which
depends logically on the descriptive lesser premises cannot be always identical — that is, it cannot be
deductive reasoning. In other words, because an individual subject is a component of the empirical
situation, his or her preferences must be taken into account in its description (as long as, of course,
they are rational) — which in turn leads to the conclusion that he himself or she herself chooses an
adequate description of the situation.

For the aforementioned reasons, neither the rationality of the content of desires nor the
rationality of specific decisions can be based on the fact that they are strictly deduced from more
general premises (including the absolutely first imperative premise), but only on the weaker relation
of non-contradiction. It is also worth noting that if desires and decisions — in order to obtain the
value of rationality — were to result by deduction from more general premises, it would lead to a
very baffling conclusion about all practical rationality. It would mean that the only act of freedom is
the primaeval decision — all the remaining “decisions” would essentially be a stoic consent to the
individual links of chains of logical reasoning that, after all, have the attribute of necessity. The
human subject would then be in a situation similar to that of Leibniz’s God — he or she would
indeed choose the existence in the world in which he or she was born, but because of the logical
necessities that govern this world, he or she would not be able to choose anything else in it.

4) The criterion of realism and effectiveness. In addition to the positive primaeval decision
(establishing the first imperative premise) and logical non-contradiction between the contents of
desires, rationality of action also requires that both the desires of the subject and their specific
selection performed in particular decisions should be shaped with a significant participation of the
descriptive knowledge of the real world. Although descriptive knowledge does not justify desires
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and decisions, it is a criterion distinguishing the field of desires and rational decisions from the
sphere of fantasy, dreams, and choices that “do not take reality into consideration.” In the face of all
the contents of desires and the arbitrary excess of imperative judgements, descriptive knowledge
performs the function of “sifting the wheat from the chaff” — such knowledge exposes desires with
unrealistic or mutually excluding contents, as well as unjustified imperatives, as irrational. The
functions of descriptive knowledge for practical rationality are in general as follows: (a) only on its
basis can we distinguish real possibilities from real impossibilities; (b) effectiveness of action,
predicting its effects, or the appropriate counteraction against the incoming threats are not possible
without knowledge of causal relations; (c) the subject’s self-knowledge (which is also a kind of
descriptive knowledge) constitutes the necessary information for him or her about what actions and
states of affairs make him or her happy, to what extent, and which of them he or she should prefer
over others; (d) and finally, empirical knowledge about each situation and its conditions allows to
decide which of the rational desires should be realised and in which situation. The rationality of the
desire which justifies a given act is only a necessary condition of the rationality of an act, but it is
not a sufficient one. The features of the situation may be such that, for example, some rational
desire has no chance of being realised (while in another it can be easily realised) or its effective
realisation would have to violate many other values, and as a result, the balance of the results of this
realisation would be negative. It may also be that the fulfilment of a rational desire in a given
situation excludes a value higher than the value of that fulfilment — while in other situations both
values would be reconcilable. In all of these examples of situations (and probably their other
variants are also possible), the realisation of a given desire, although it is rational in terms of its
logic — that is, it is non-contradictory with the content of the primaeval decision and the content of
other desires — is irrational either because of ineffectiveness or because of unfavourable final
balance. Both of these reasons, therefore, imply irrationality of action because they indicate a deficit
in happiness, that is, a decrease in the very thing that was supposed to be sustained and increased as
a result of the action. To sum up, practical rationality requires that its necessary condition in the
form of rationality of desires themselves be supplemented with the sufficient condition in the form
of rationality of the act. The criterion of the latter rationality comes from (with the former criterion
met) the empirical knowledge of each situation.

5) The criterion of the hierarchy of values. In the colloquial version it may sound like this:
do not confuse the means with the end or the soil with the crop. In the axiological discourse, in turn,
it can be expressed as follows: the ontic hierarchy of basic and secondary elements is not identical
to the hierarchy of values that these elements are entitled to. In other words, the fact that bodily life
is the ontic basis of spiritual acts and creations does not lead to the conclusion that the values of
bodily life are higher than those of spiritual life. In the human world, it is the ontically secondary
layers of reality, such as the sphere of the spirit and culture, that have higher values, which in the
axiological balance of one’s life are far more important than the values of the body or social well-
being. It is only in this spiritual sphere that a human being can obtain a happy fulfilment of his or
her possibilities and the need for the meaning of life. Violating or ignoring this hierarchy in
practical endeavours is therefore irrational, because it decreases the level of happiness of
individuals and societies, and in the extreme and mass dimension it can even cause social
pathologies and anomies (which was discussed not only by Emile Durkheim, but in a broader
perspective also by Erich Fromm, or by Max Horkheimer in Critique of Instrumental Reason). The
question of this hierarchy would require wider axiological explanations concerning a number of
topics; the present article, however, has no space to provide them.’

Finally, it is worth mentioning the problems that the proposed approach suggests and which should
be developed and analysed in detail.

First of all, it is the problem of mutual relations between practical and theoretical rationality.
Focusing the discussion on the first one, | only marginally mentioned the most obvious differences
between them, basically neglecting their common features and their interpenetration. However, this
issue would require a more detailed investigation. It is not only theoretical knowledge — which |
have already emphasised — that is necessary for practical rationality, but also vice versa: it seems
that the sources and some elements of practical rationality form part of the foundations of
theoretical rationality (confirming to some extent Immanuel Kant’s claim about the primacy of
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practical reason over the theoretical). However, at the core of the practice of theoretical
argumentation, there are, it seems, some important practical reasons which indicate not only values
and goals, but also the conditions of scientific knowledge.™

The second problem that | had to omit is the issue of this sphere of practical reasons that
creates the field of morality. Although this sphere is a subset and concretisation of the whole
domain of axiology (and therefore subject to general rules of practical rationality), the specificity of
its area of concern, which is limited to relations between subjects, would require a significant
complementation of these general rules with rules governing only this — so to speak — practical
moral sub-rationality. The most important difference between the moral sphere and the remaining
area of axiology is that the conclusions of practical moral inferences cannot be relativised to the
subject's individuality (moral obligations are universal), whereas in the non-moral axiological area,
each set and hierarchy of values chosen for realisation are rational as long as they are adapted to
cach of the subject’s individualities. Because, therefore, moral values are universal, and extra-moral
values are relativised to subjective differences, the realisation of the latter on the part of every
subject would be rational only if it did not violate moral values. | analysed the issue of
argumentation required in ethics itself in other articles [8, pp. 211-270]

The third issue, which should — perhaps — be thoroughly examined and developed, is an
attempt at logical formalisation concerning the rationality of the act (referred to in criterion 4). This
formalisation, if it were successful, would unambiguously establish what kind of logical relations
between imperative and descriptive judgements are required to make a given act practically rational
in a given situation. It would therefore be an improved version — if it is possible at all — of the
practical syllogism.
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Notes

1. The identity of the concepts of “rationality” and “functioning of reason” as far as their scope is concerned is
assumed, it seems, by Herbert Schnadelbach [13].

2. | wrote in more detail about practice in [9, pp. 126-131].

3. | presented a detailed critique of both subjectivist and objectivist understanding of values in [11, pp. 175-200].

4. |1 described and commented on this syllogism in [11, pp. 283-288].

5. Such an example of a reason which is correct and probably most often used is in fact very simple and is as follows:
because | have a desire for pleasure X, and there are no practical reasons that would not allow it (i.e. pleasure X does
not conflict with more important values), | choose pleasure X.

6. E.g. Andrzej Chmielecki understands the principles of rationality in the following way: “Like the principles of logic,
also the principles of rationality cannot be derived from something else — they are the immanent laws of the functioning
of the subject’s spiritual acts, belonging to the set of the first principles. They can only be determined a priori, by means
of relevant essential analyses. Thus, they are something generally valid, universal, independent of any individual
subject. The subject acts rationally if he or she ‘participates’ in them [...] (if his or her acts are compatible with them);
he or she does not need to know them explicitly, however” [2, pp. 47-48].

7. 1 wrote about the significance of self-knowledge for axiological knowledge in [10, pp. 87-98].

8. The suitability of this judgement lies in the fact that its content has to be related with the content of the general
premise, e.g. “You should help your friends” (greater imperative premise). “Adam is a friend and needs help” (lesser
descriptive premise). “Adam should be helped” (an imperative individual conclusion).

9. Nicolai Hartmann with Max Scheler were involved in an interesting discussion about the hierarchy of values and
dependencies between higher and lower values [4, pp. 77-89].

10. Broad and significant argumentation in support of the claim about the necessary normative conditions of theoretical
knowledge has been presented in modern times by Karl-Otto Apel [1], [14].
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Abstract:

In this paper, | will analyse the relation between a sense of agency and free
will. It is often proposed that by investigating the former, we can find a way of
judging when an action is voluntary. Haggard seems to be one of the authors
believing so. To answer if this assumption is correct, | will: 1) analyse the
categories of free will and agency; 2) define the sense of agency; 3) describe
ways of investigating the sense of agency; 4) describe models of emergence of
the sense of agency; 5) analyse the relation between agency and responsibility.
I will end by discussing the actual possibility of using the sense of agency
measurements (as described in experimental sciences) as markers of free will.
Keywords: sense of agency, sense of ownership, free will, responsibility.

1. Introduction

The question of free will has fascinated humanity throughout its entire history. Minds of greatest
philosophers were harnessed to answer this question, and still today this debate is far from being
resolved. However, recent years have seen an emergence of research based in psychology, cognitive
science, neuroscience, and experimental philosophy that tries to naturalise said problem and find
measurable aspects of this phenomenon. In this paper, | will analyse the problem of a sense of
agency from the perspective of free will investigations. In the context of free will, we can
distinguish free will per se from our experience and a belief in free action. Agency itself is a
complex phenomenon, it requires a similar distinction between actual agency and our belief or
experience of being an agent in a certain action, thought, etc.

Usually, we take for granted that we possess a body and that we can act upon the world.
Parallel to the sense of agency, we can describe a sense of ownership, that is a feeling of mineness
that we perceive towards our body, feelings, and thoughts [16]. The sense of agency, on other hand,
refers to the experience of initiating and controlling an action [31]. Both experiences seem to play
an important role in our life [2]. However, in this paper, | will concentrate only on the sense of
agency. As Patrick Haggard writes: “As noted above, a genuine sense of agency clearly requires
some internal state of volition, conation, or ‘urge’” [18, p. 196].

How should we understand this ‘volition’, what is it in a metaphysical sense, and can it be
found by research using “hard science”?
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The choice to concentrate on the sense of agency was made, because the question | am trying to
answer is: can the sense of agency be considered an actual marker of free will? The sense of
agency, in opposition to free will per se, appears to be measurable and useful for sciences outside
philosophy [34]. This category appears, among others, in neuropsychology [7], experimental
psychology [42], and cognitive neuroscience [10]. In this work, I will analyse what exactly the
sense of agency is in each of these situations and can it really let us measure actual free will.

2. Free Will and Agency

Let us start by analysing briefly what a belief in free will entails and how it connects to the sense of
agency. Belief in free will is an abstract idea that people have the ability to act freely. Both by
having knowledge of alternative options and by having the ability to choose any of the options
without constrains [23], [24].

It appears that most cultures operate on the basis of some belief in free will [39], but, even if
that is true, we accept that the degree to which we see ourselves and others as free vary [1].
Scientists performing research in domain of psychology attempt to create tools allowing for
measurement of endorsement of the belief in free will. Tests like that usually emphasise different
aspects of the philosophical definition of free will. One such test is called The Free Will Inventory
[33]. It consists of 29 items divided into two parts. Part one consists of five items designed to
measure the strength of a belief in concepts such as: free will, determinism, and duality. Part two
consists of statements designed to explore interplay between the attitudes about free will,
determinism, choice, the soul, predictability, responsibility, and punishment. In tests like this one,
and generally in the experimental approach to free will, we can notice a strong belief in a link
between the concepts of choice and free will [9]. I will return to this connection later in this work.

The prevalent belief in free will raises a fundamental question — Why would anyone endorse
this idea? To answer this question, let us look at some theories of free will function. On the one
side, free will can be seen as a mechanism allowing a person to pursue one’s desires, goals, wants,
and needs [20]. In that context, free will is only worth having if it allows an individual to follow
self-enhancing activities — where self-enhancement is understood as achieving one’s goals [8].

On the other side, we have a theoretical position that can be called “action-control
perspective.” This theory presents free will as a means that evolved to allow the self to coexist with
others in society by overriding the biological urge to focus only on personal needs [25]. Impression
of free will could have possibly evolved to allow people to deal with a world of complex societal
interactions requiring coordination, prospection, planning, and inhibition of self [26], [37].

The close relation between free will and a moral responsibility enforces the view that the
concept of free will is strongly embedded in social consideration. This concept may be seen as an
explanation to the predicament of associating determinism with inevitability, thus reducing
accountability for actions. For instance, Kathleen Vohs and Jonathan Schooler [45] found that
inducing a disbelief in free will — using a set of prepared statements about determinism — led to an
increase in dishonest behaviour. Based on these observations, we can see the belief in free will as a
social tool. After all, a belief that a person could have made a different choice is considered
essential in most legal systems to attribute responsibility. Societies usually adjust legal and moral
judgement based on the assessment of whether an action of a person was done out of his or her free
will. In usual circumstances, that mean a person has to choose to perform a certain action by his or
her own volition for that action to be considered a crime.

Simultaneously many, if not most, voluntary actions appear to be “phenomenally thin” [41].
That means we are not aware of most decision processes that lead to our actions. It seems like we
perform many of our actions “automatically”, even if in reality some kind of mental process is
preceding those actions. This “thinness” does not hinder our ability to produce feeling of control
over what we are doing. However, this feeling can disappear in certain situations, lets considered
Haggard’s example:
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(...) a simple example demonstrates the importance and careful construction of the
sense of agency. When it gets dark, | may reach out to switch on the lights, perhaps
barely aware that | am acting at all. However, if my hand fails to touch the switch, or if
the light fails to come on, I will experience a striking conflict and violation of
expectations as a result of mismatch between the intended and actual result of the
action. In this scenario, the normal experience of fluently controlling the environment is
suddenly interrupted as the sense of agency is lost [18, p. 197].

Based on that observation, Haggard argues that criminal and moral responsibility requires not only
freedom of action, but in the first place, a sense of agency for a certain action [18, p. 197]. He states
that the responsibility requires not only that the agent performs a certain action, but also that they
know the nature and quality of said action. This, in his opinion, implies that the agent should
experience a sense of agency towards this action.

3. What is the Sense of Agency?

Philosophical reflection upon the phenomenon of a sense of agency allows us to put forth some
observations. To begin with, the sense of agency is a complex and non-homogenic structure. Many
authors argued that several separate levels of this phenomenon can be distinguished [22], [15]. An
influential conceptualisation comes from Matthis Synofzik et al. [40]. According to this theory, the
sense of agency has to be described by a two-step account. First level of this phenomenon is the
“feeling of agency,” it is pre-conceptual and pre-reflective, because of that, it operates on the very
edge of consciousness. It may include the experience of intending an action, of choosing to perform
this rather than other action, etc. These experiences are cognitive in nature and were linked to
processes happening in primary motor cortex that is sending the motor command [36]. Second level
is called the “judgment of agency,” it reflects a person’s judgement on being the author of an action.
It hinges on motor information as well as post-hoc recreation of authorship [30]. This typically
involves experiences that are associated with bodily movement and is relayed by peripheral
somatosensory receptors. What is interesting, the involuntary movements tend to produce this kind
of peripheral experience, but not this deeper experience of intent, because of that they are never
accompanied by a sense of agency, although they are often accompanied by a sense of ownership.

Another issue is the distinction between the predictive and inferential aspect of the sense of
agency. The question here is: what is more crucial for our sense of agency? The first option is,
processes associated with action control and predicting possible sensory consequences of said
actions — this is a predictive sense of agency [14]. The second option is, the interpretation of actions
and experiences happening post factum — this is an inferential sense of agency [28], [47]. In this
approach, the sense of agency does not preclude the action but is a consequence of it. Further in this
work, I will assume that both aspects are equally necessary to understand the sense of agency, and
none alone is enough to fully comprehend this phenomenon.

In philosophical literature, we can find propositions of several components of the sense of
agency. We can start by asking if this phenomenon exist jointly with some other? We often find
description of this experience as either an experience of being the source of decision or locus of
control. This analysis would suggest that acting and controlling an action are intrinsically
connected. We can distinguish at least two interpretations for both acting and controlling.

In the case of the former, we have to answer the question — what is this source we are talking
about? We can call forth two theories, one authored by Athony J. Marcel [29], other by Nicolas
Georgieff and Marc Jeannerod [17]. The first one is based on, the mentioned earlier distinction
between a sense of agency and a sense of ownership. He states that in both cases, the sensation we
experience is linked to some sense of ownership. In the case of agency, what we experience is an
ownership of action. The source in that case is the ownership of action. The second theory is based
on the idea of a so-called “who” system. In this theory, we begin with a completely anonymous
actions, afterwards, we accredit those actions to us or other people. Then this “who”, identified as
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an agent, becomes the source of action. By accrediting the source of action to ourselves, we
constitute our sense of agency [6].

The control of actions can be similarly connected with a sense of agency by some mediating
phenomena. It is possible that it is because we experience ourselves as controllers of actions, we
have a category of agency. In this situation, the sense of agency can be linked to two different
phenomena. In the first place, we can talk about a sense of control over our own body and its
movement. It can be connected to control over sensory-motor signals, in that case, the experience of
our body and thoughts as being controlled by us would be paramount for the sense of agency [27].
Other possibility is the sense of control over what is not our thoughts, that is we notice a control
over aspects of external (physical or social) world. Good example is the experience of control over
some machinery like driving a car. This feeling can function on a very primitive level, often pre-
reflexive, but is fundamental for our experience of ourselves.

4. Investigating the Sense of Agency

Multiple approaches to studying the sense of agency exist. After James Moore’s [30] distinction, we
can divide them into two groups: either they use an implicit or explicit method of assessment.
Bellow I will briefly describe both of those measurements.

Implicit measurement searches for behaviours or neuropsychological correlates of voluntary
actions that can be assessed [30]. In this paradigm, the participants are not explicitly asked about
their own experience of agency, instead how their experience looked like is inferred from some
measured correlates. These correlates are treated like markers of the sense of agency. Usually, the
implicit sense of agency measurement is based on the feeling of agency aspect of the phenomenon.
The most widely used implicit sense of agency measurement appears to be the intentional binding
[32]. The intentional binding effect is a subjective compression of perceived time between a
voluntary action (e.g. voluntary pressing a button) and its external sensory effect (e.g. some king of
audio cue). A common result is that the time interval between the action and the effect is
underestimated when this action was voluntary, but not when it is involuntary [19] or passively
conducted [49]. These findings led Moore and Sukhvinder Obhi [32] to suggest that temporal
binding results from an efferent-based prediction system that binds an intent of action with the
predicted sensory outcome. With a rise in popularity, this view was challenged by some authors.
One objection was that some researchers could not find a difference between self-generated and
involuntary actions [35]. Moreover, some studies found temporal binding in a situation of absence
of volition [3]. As a result, some authors [3] suggested that a casual inference, rather than an
intentional one, leads to temporal binding.

Explicit measurement, in contrast to an implicit one, assesses aspects of the sense of agency
directly [30]. To achieve this goal, questionnaires, where participants judge their contribution to a
task or describe how intense the experience of agency was during the task, are used. Popular
versions of the explicit sense of agency measurements are the “helping hands” experiment [48] and
the “T spy” experiment [47]. Both of those experiments will be described below. Another way of
explicitly measuring the sense of agency are experiment where participants are asked to perform a
motor task which they cannot observe [30]. They are offered some feedback on a screen, but often
the movement depicted is not their own. Instead, it is movement of an experimenter or a computer
simulation. Basing on that information, the participants are asked to judge whose movement can be
seen on the screen.

5. Models of the Emergence of the Sense of Agency
They are multiple models of how the sense of agency appears. In this paragraph, I will attempt to

describe the most popular in literature. They will be presented in an order of understanding. That
means that the theory that is built upon an earlier one will be presented later.
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The first theory | will describe is the comparator model. First fashioned as a theory of motor
control, it is used today by authors like Chris Frith [13] and Nicole David [5] to explain the sense of
agency. This theory states that the brain has an internal prediction model, it includes an efference
copy whenever a new motor command is produced. If this copy matches the sensory input, the
movement is perceived as self-caused and a sense of agency is produced. In an opposite situation,
efferent does not match reafferent, the sense of agency will not appear. The comparator model as s a
model of motor control is well supported by empirical data [5], [40]. Unfortunately, the relation
between this model of motor control and mechanisms of how the sense of agency appears is not as
clear [30]. One objection is that this model considers only sensorimotor cues neglecting any other
that can possibly be relevant for the sense of agency [30], [40], [47]. Another critique is that there
exists relevant clinical and experimental evidence of a sense of agency appearing in the absence of
reafference, and without it, the comparator mechanism cannot be fulfilled. An example of clinical
data, contradicting the comparator model, is the observation of phantom limb patients experiencing
voluntary movement in their phantom limb [38]. An example of experimental data, contradicting
the comparator model, is Daniel Wegner’s “helping hand”-study [48]. In this study, the participants
watched themselves in a mirror while another person stands behind them extending and moving his
or her arms in such a way that in the mirror, the impression of the participant moving his or her
arms is generated. It appears that if in this situation, the participants are verbally informed about the
next action; they report a sense of agency arising for said movements [48].

The second theory | will consider is the theory of apparent mental causation [47]. This
theory approaches the problem of the emergence of the sense of agency by rejecting a strong
involvement of motor systems postulated by the comparator model. Instead, it proposes the sense of
agency to be an effect of a purpose inference mechanism, that infers the casual relation for the
observed action from the sensory input [32]. The proposed conditions for appearance of a sense of
agency are: 1) an intention precedes an observed action; 2) the intention is compatible with this
action; 3) the intention is the most likely the cause of this action [32], [47]. Empirical support for
this theory comes from, the mentioned earlier “I spy”-experiment [47]. In this experiment, the
participants work in a cooperation with the experimenter ally in jointly controlling a computer
mouse cursor that can be moved onto a set of pictures displayed on the screen. Their task is to point
to one of the pictures and then hold the cursor over this picture for around half a minute. After the
task is performed, the participant indicates how big of an impact he or she had, in his or her
subjective opinion, on completing the task. An interesting observation was that when the participant
is primed with a chosen picture before the trial, he or she tends to attribute more of an impact to his
or her actions. This situation is true even if the picture he or she was primed with, was chosen by
the experimenter ally and not by him or her. This overestimation of self-agency led Wegner to
postulate that the sense of agency is illusionary. He states that conscious willing of an action is not
casually involved in performing said action [46].

The next theoretical position, in respect to emergence of sense of agency, is called the
multifactorial weighting model. It is an attempt to reconcile the two previous theories. It is achieved
by suggesting that the sense of agency is generated based on many different cues, which are
weighted according to their reliability in a certain situation. In that way, this theory does not deny
the comparator model involvement in creating a sense of agency, but it also allows other processes
to play their part in the generation of this experience. Other cues are taken into consideration if, for
example, an action does not allow for clear efferent-reafferent comparison. Going back to the
feeling of agency and judgment of agency distinction, mentioned earlier in this work, it tends to
happen more for the judgment of agency situations. That is the case because for the judgment of
agency, social and environmental data provide more reliable indications then the efferent-reafferent
comparison. Synofzik [40] provides an example of siting alone in a room when an action happens.
He states that we may be ready to ascribe this action to ourselves simply on the basis of believing
that we were alone in this room.

Even if the multifactorial weighting model is correct, there still is a question of how the
brain assigns the weights to different agency cues. The Bayesian cue integration theory [31] tries to
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answer this question, and it is the last model of the appearance of a sense of agency | will describe.
The background idea behind this theory is the assumption that the brain has access to many
different information channels, each giving their own estimation about origins of the action. Those
estimations are marked by a high uncertainty, because of that the brain cannot simply rely only on
one cue but has to effectively combine all the information coming from different channels. To
achieve that, as Moore and Fletchers suggests, the brain creates an estimate out of all agency cues,
where importance of each cue is weighted according to every cue precision. The authors’
suggestion is that the brain applies a maximum likelihood estimation to all agency cues thus giving
an overall agency assessment. This assessment likelihood is much higher than assessment based on
any single cue alone [31]. There is significant experimental evidence that the nervous system often
integrates multisensory inputs in a maximum likelihood estimation manner [44]. Interestingly, this
approach does not require any priori knowledge about which agency assessment is to be expected.
However, such a priori knowledge can be added to the model as Bayesian priors [31]. We can
notice three important advantages of the mentioned theory. First of all, it provides an effective
model of how many agency cues can be integrated in one agency inference mechanism. Secondly, it
can explain how the integration of agency cues coming from different modalities is possible.
Thirdly, it can integrate the priori knowledge and beliefs into this inference mechanism. An
unfortunate aspect of this model is that it cannot answer the question about how many possible cues
there are [4].

6. Agency and Responsibility

Haggard adheres to idea that personal responsibility for actions is based in freedom of said actions,
and this freedom is judged by the sense of agency. He summarises his views on responsibility in the
following way:

This (personal responsibility) forms the basis for praise and blame, punishment and
reward. Individual responsibility depends on the assumption that most, or all,
individuals experience a sense of agency over their actions and outcomes. In fact,
courtroom pleas of ‘guilty’ or ‘not guilty’ are explicit judgements of agency. Few
mental states thus sustain such a strong social superstructure as the sense of agency. The
‘voluntary act condition’ in law insists that an individual can only be criminally
responsible for actions that they consciously decided to perform with a reasonable
understanding of the likely outcome [18, p. 205].

Examining the problem of responsibility, Polish philosopher Roman Ingarden wrote: :Perpetrator is
responsible for an act performed by himself, and its outcomes, if and only if it is his own act” [21,
pp. 82-83].

The author follows with observation that, in the first place, we have to answer the question:
What does it mean that an act is an own act of someone [21]? He concludes that there are two
conditions: 1) the agent has to be conscious and understand his or her actions; 2) the agent has to be
able to choose to act. We will not follow the first condition, but we will analyse the second one.
Ingarden noticed that the second condition is directly linked to the controversy of determinism-
indeterminism. It is like that because, as he states after Nicolai Hartman, free will decision is
usually understood as causeless. Often, it is believed that free will cannot be reconciled with the
pervasive determinism prevailing in the world. However, after Hartman, he concludes that the lack
of cause cannot be a criterion for free action. Causeless action would not be motivated, ergo could
not be an action the agent consciously decided to perform. He proposes that free action must mean
an action that the cause of has a source only in the agent. That situation happens in two instances: 1)
the agent accepts what is necessary, because he or she understands the inevitability of it; 2) the
decision comes directly from within the agent without any external impetus. It is very well possible

74



that, in the deterministic material world (and that is the world presented in “hard sciences”), the
second criterion cannot be fulfilled, but the first one remains a possibility.

There remains the question of the possibility of free choice in a situation of a lack of
alternatives. Can we reasonably assume that the source of action was within us in a situation when
we did not have the freedom to do otherwise? The most prominent strategy for defending possibility
of this situation comes from Harry Frankfurt [12]. He presented a series of thought experiments
intended to show that it is possible for agents to be morally responsible for their actions and yet lack
the ability to do otherwise.

Let us consider a Frankfurt-style argument presented by John M. Fischer:

Imagine, if you will, that Black is a quite nifty (and even generally nice) neurosurgeon.
But in performing an operation on Jones to remove a brain tumor, Black inserts a
mechanism into Jones’s brain which enables Black to monitor and control Jones’s
activities. Jones, meanwhile, knows nothing of this. Black exercises this control through
a sophisticated computer which he has programmed so that, among other things, it
monitors Jones’s voting behavior. If Jones were to show any inclination to vote for
Bush, then the computer, through the mechanism in Jones’s brain, intervenes to ensure
that he actually decides to vote for Clinton and does so vote. But if Jones decides on his
own to vote for Clinton, the computer does nothing but continue to monitor — without
affecting — the goings-on in Jones’s head [11, p. 38].

Fischer goes on to argue that a personal responsibility is not based on the possibility to choose
otherwise. If Jones chooses Clinton on his own, Fischer argues, it is his own free action — even if
other possibility was never attainable. What matters for the agent’s freedom and moral
responsibility is not what might have happened, but how his or her action was actually brought
about. Unfortunately, the sense of agency is unable to answer this question. Research on this
phenomenon concentrates on how a person decides what the source of the action is. It is not
designed to answer how the action was brought about. Because of that, it cannot be used as an
actual marker of free will. We can see that in the descriptions of the experimental measurements of
the sense of agency. Even the most sophisticated of them, The Bayesian cue integration theory, only
answers on what basis we believe that someone was an agent.

7. Conclusions

Research into the sense of agency has an undeniable significance. Moore mentions multiple areas of
investigation that can benefit from examining this phenomenon [30]. The mentioned spheres are
health and well-being (e.g. research into schizophrenia), human-computer-interaction, issues of free
will and responsibility. As much as an importance of this research cannot be denied for first two
areas of investigation, Moore himself diagnoses the problem of the research into the third area. He
writes:

Free will is the elephant in the room when it comes to sense of agency research.
Researchers tend to sidestep the issue of free will and instead focus solely on
uncovering things like the neurocognitive basis of agentic experience. That is, whether
or not we have free will, we unquestionably do have the experience of agency when we
make actions and scientific research has tended to focus on understanding this
experience. This evasion of the free will debate is understandable; philosophical debates
on free will are often quite complex and confusing, especially for scientists with no
background in philosophy. However, | think those of us working on this topic should try
to engage more with this debate. In terms of impact, the social and legal consequences
of this debate are immense, and our findings should be helping to inform this debate
[30].
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In this work, the relation between a sense of agency and free will was examined. It is often believed
that investigating the former can allow us to find a way of judging when an action is voluntary. An
example of a researcher subscribing to this idea is, among others, Haggard. | started by
reconstructing why some researchers believe free will requires a sense of agency. Next a description
of this phenomenon was provided. Then | described the methodology behind investigating the sense
of agency, to follow that with a presentation of the most popular models of emergence of this
phenomenon. Finally, | analysed the relation between the responsibility and agency. In conclusion,
the sense of agency, in my opinion, fails to fulfil hopes placed in it. It only answers the question of
how we ascribe responsibility and not who actually is responsible. After all, as Ingarden noted [21],
being held accountable is not the same as actually being accountable.
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To a Mouse,

But Mouse, you are not alone,

In proving foresight may be vain:

The best laid schemes of mice and men
Go often askew,

And leave us nothing but grief and pain,
For promised joy!

Robert Burns (1786)
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The title of the article was inspired by the novel by John Steinbeck “Of Mice and Men” (1937) and
the poem by Robert Burns about the deception of human plans. Even the best of them often lead
astray, or their far-reaching negative effects are revealed. As it seems, nowadays nature (“mice”
and men (people) are in a breakthrough period — in the geological sense between the old and the
new era, the Holocene and the Anthropocene, in the cultural sense — between the analogue and
digital era that can be — and it should actually be called a digit. Levi-Strauss in his essay “Raw and
cooked” points to the groundbreaking for the emergence of human culture the use of fire in the
preparation of food, and therefore the transition from nature to culture, and its foundation — the
kitchen [12]. At present, this new phase of transition can be seen in the digitization of interpersonal
communication and its current correlation — cross-linking. It was announced by the famous Turing
machine (1936), a computer design and layout, which was realized in the 1940s and 1950s, and
enter in mass production at its end, networked on a global scale in the 1990s and make mobile in
the second decade of the 21st century in the form of a smartphone.

These achievements of human thought — technical and logical — introduced into common
human practice change the traditional — seemingly old practices of the analogue era bring them into
digital and network forms. More and more extensiveness and strengthening of human capabilities
through the media, and new digital tools, including the so-called artificial intelligence, Al. The
realization of a vision about which some philosophers and theologians dreamed of, like Theiard de
Chardin, is beginning to approximate. Its concise reminder and indication of the basis for its
implementation is contained in this article.

1. Noosphere — a New Sphere of Our World

For over a dozen years, seeing the enormous impact of human activity on the global ecosystem,
some of them have recognized that humanity has entered a new geological epoch — the
Anthropocene. The term was proposed by Paul Crutzen, Nobel laureate. The authors of the
“Anthropocene Review” argue that the beginning of the Anthropocene era should be considered
half of the twentieth century.

In the Anthropocene — if we accept this distinction of this new geological-biological era —
the material and energetic scale of human activity plays a key role, but after all directed — as homo
socialis et comunicans — by human culture and through inflows and flows of information into the
social system and human minds. Therefore, its component is not only the geosphere, biosphere and
technosphere (material and energetic artificial basis of functioning of societies), but also the sphere
of culture, called the noosphere for centuries.

The Russian scholar Vladimir I. Vernadsky [9], author of an important work “Biosphera”
(1926), believed that in the development of the Earth, just as the appearance of life fundamentally
changed the geosphere, so — according to Vernadsky — the emergence of people endowed with
cognitive abilities will completely transform the biosphere (these views do not were widely
accepted in the West) [10]. He completed this developmental line indicating that after the geosphere
(inanimate matter) and biosphere (biological life), the noosphere as the “cloak of the mental Earth,”
the set of all information and their media on the planet, is its third component

It becomes obvious that the biggest change in human life — individual and social — is in the
sphere of ways and means of communication, and — after Jay D. Bolter [10] — it can be expressed in
two words: ubiquity and diverstity. The first one emphasizes the widespread (global) availability of
computers of all kinds, including multimedia mobile phones, the second that mediamorphosis
maintains and even increases the diversity of media devices, not reducing them to one universal
transmission tool.
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It develops — using the term of the pope Benedict XVI — continento digitale, a digital continent,
based on a network, also wireless, and therefore ubiquitous or all-extending [11]. Thus, the
noosphere has a material basis — the media apparatus — the space flow of Manuel Castells is real and
palpable. Information flows through it, created not only by people, but also by apparatus, processed
not so much by human minds but by algorithms. It becomes a key element of management,
management, all activity of machines and people. Castells used the term “informationalism,” it can
be included in the concept of media civilization and define and analyze it as an information and
media civilization [3].

After the Second World War, the computer became — as Bolter pointed out — the so-called
technology that defines modernity, both realistically and metaphorically (“the Computer Age”)
introducing humanity into the information society. In his book “Turing’s man. Western culture in
the computer era” [2], he describes the internal operation and structure of the computer (time, space,
language and program) in contrast to old technologies, optically and physically simpler (reel,
potter’s wheel, clock, steam engine), which today shape the mind of the user and society in its
image and likeness. This is an essentially optimistic analysis — “Turing’s man” is an expert in their
machine and its limitations, wisely and ethically using it.

If you look for a ground-breaking intellectual announcement of the anti era it could be found
in the article by Alan Turing from 1936, proposing a scheme of operation on the symbols later
called the “Turing machine.” The article “On Computable Numbers” or “About computable
numbers” described an abstract machine that was able to perform a programmed mathematical
operation, i.e. algorithm. In 12 years later, in 1948, in the paper “A Mathematical Theory of
Communication,” Claude Shannon announced the invention of a transistor, the basis of
computerization and digitization [13].

Bolter develops an interesting comparison of the main — dominant — technologies and their
metaphors from antiquity to modern times. For the ancient Greeks, according to Bolter, the
dominating technological metaphor was a drip spindle, a device for twisting yarn in a thread. Such a
metaphor implied technology as a controlled application of power. In Western Europe, after the
Middle Ages, the analog to the spindle was first a clock with a load, the triumph of mechanical
technology, and then a steam engine, the climax of the dynamics of thermal energy. In the subtly
developed observation of Bolter, a computer - as a metaphor defining the present age — is a machine
that connects the conceptual ideas of both the clock and the steam engine. However, paradoxically,
the computer also represents a return to antiquity in the sense of a certain image of the manual
world.

In several well-thought-out chapters on how the computer redefines our concepts of space,
time, memory, logic, language and creativity, Bolter makes a comparison in which the computer
simultaneously introduces a new wonderful Western technology and turns us back to the idea of
ancient Greece. He states that “if the ancient ideals were balanced, proportional and craft (using the
spindle), and Western European was Faust’s pursuit of power through knowledge (understanding
the mechanical universe to achieve the dynamics of the steam engine),” Turing man “combines both
ideals” [2, p. 323].

“In a way, a computer man keeps and even extends the Faustian tendency to analyze,”
concludes Bolter. “But remember, he adds, that the purpose of Faust's analysis was to understand,
and this” in-depth, problem, while Turing's man is oriented not so much at understanding, at acting”
[2, p.334].

“For a Turing man, knowledge is a process, a skill,” just like ancient pottery art. “A man or
computer only knows something if it can get the right answer to the right question.” Speaking more
informative language when an algorithm is prepared. “Faustian depth” adds nothing to the
operational success of the program.
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Thus portraying the “Turing man,” Bolter seems to refer to the use of a few simple metaphors.
However, he develops his arguments with unusual concreteness. If there is any weakness in them, it
is included in the range in which he presented a too repetitive and ultimately predictable pattern of
computer operation.

Bolter claims that “the computer is the latest and most radical defining technology because it
has become the dominant metaphor of the human mind in popular culture as well as in more
technical fields such as psychology and neuroscience. This metaphor is essentially a Turing man.”
Bolter claims that Alan Turing was right when he predicted that computers would be able to imitate
human intelligence perfectly, but “because the machine thinks like a human being, man recreates
himself, describes himself as a machine ... as information processor and nature as information for
processing.” Trying to build artificial intelligence, we have transformed into artificially intelligent
creatures, that explains Bolter’s position.

However, much more important in the “Turing’s man” is to fill the gap between the exact
sciences and the humanities. After reading Bolter’s book, the reader finds that the computer is much
less mysterious than he thought. It is not a coincidence that the book allows us to understand why
computers are not so perfect in mathematics (for example, they cannot use the concept of infinity);
but they are helpful in explaining the “Turing test” for assessing artificial intelligence.

The most provocative in the analysis is what Bolter has to say about the political
consequences of computer age. Will Turing’s man prove the power of George Orwell’s “Big
Brother” instruments as so many observers are afraid of widespread surveillance? It’s very possible
that he did not, said Bolter in 1984: “... computer age cannot really produce people who are capable
of great good or evil.” Turing’s man is not a possessed soul, as often as a Faustian is, he does not
treat himself and his world so deadly seriously, he does not talk about “destiny,” but if the computer
age does not produce Michelangelo and Goethe, it is probably less likely to produce Hitler or even
Napoleon. Totalitarian leaders were people capable of concentrating the Faustian commitment of
the will of citizens to their goals. And what if they lack their strong will? Orwell’s “1984”
assumption was to combine a totalitarian goal with modern technology. “But the most modern
technology, computer technology, may be incompatible with a totalitarian monster, at least in its
classic form,” probably Bolter wrote too optimistically .

2. Computer in the 21st Century — the Same (Turing’s Machine), But Not the Same!

After all, 35 years have passed since the writing of “Turing’s Man,” which was very inspiring and
still today, and although the logical diagram of the computer has not changed at that time, the
computer itself has changed technologically (and programmatically). It is the same, but not the
same. And new technology has given him new possibilities (affordance) and creates a new,
wonderful and less-than-perfect digital real-life (according to Manuel Castells [3]).

This is perfectly understood by professor Bolter. He in 2019 published a monograph on
Western culture in the computer era, titled “Digital Plenitude,” or digital abundance, even excess.
excess [1]. Its key idea is to say that our media culture is full of excess. This is the world of
products (websites, video games, blogs, books, movies, TV and radio programs, magazines, etc.)
and practices (creating all these products together with their remixing, sharing and commenting), is
therefore vast, diverse and dynamic which is not understood and understood as a whole. “Excess
easily adapts, even absorbs, contradicts the forces of high and popular culture, old and new media,
conservative and radical social views. Digital media are an ideal environment for this fullness - for
our flattened media culture, in which there are many central points, but there is no single center.”

Yuval Noah Harari in the book “21 lessons for the 21st century” looks even further: “We
live in an age when people are hacking. Algorithms are looking at you at this moment. / ... / Based
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on big data and machine learning, they will get to know you better. And when these algorithms will
know you better than you, then they will be able to control you and manipulate you, and you will
not be able to do anything about it” [5, p. 342].

Pedro Domingos in his book “The Master Algorithm: How the Quest for the Ultimate
Learning Machine Will Remake Our World” is describing as algorithmic machine learning is
remaking business, entertainment, politics, science and military. And he gives a description of the
quest to find ‘The Master Algorithm’ — a universal computer-based learner capable of deriving all
knowledge from data. It would be a radical, or better say, total transformation of way as human
knowledge is transformed into data, and then, into human life. This vision is not fully optimistic, it
contains the seed of terrifying future - full control of humans by machines. In October 2015, a
software called “AlphaGo®” became the first computer to beat a professional human Go player in
game of Go, more difficult them the chess. It is a clear sign that the Artificial Intelligence mature
and is going to master other than games fields of human inventness.

A century and a half ago Karl Marx and Frederic Engels published the “Communist
Manifesto” announcing that “A Spectre is haunting Europe — the spectre of Communism.” Today,
we read more and more philosophical manifestos are warning about perils of artificial intelligence.
By 2014, the famous scientist and philosopher Stephen Hawking and business magnate Elon Musk
had publicly voiced the opinion that superhuman artificial intelligence could provide incalculable
benefits, but also can end the human race if deployed incautiously. One may say: “A new spectre is
haunting the world — the Spectre of the Universal Master Algorithm,” or — expressing more
cautiously — the Spectre of the Algocracy. From masters, humans may become slaves. And that it
would be an end of Turing’s Man.
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